
 

语音乐律研究报告 
Status Report of Phonetic and Music Research  

2013 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

北京大学中文系语言学实验室 
Linguistic Lab 

Department of Chinese Language and Literature 

Peking University 

 



目录 

 

中文篇 

孔江平   语言文化数字化传承的理论与方法．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．１ 

李英浩 孔江平  普通话双音节 V1n#C2V2 音节间逆向协同发音．．．．．．．．．．．．．．．．．．．．．．10 

杨锋 侯兴泉 孔江平   言语产生的胸腹呼吸机制．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．14 

曹洪林 李敬阳 王英利 孔江平  论声纹鉴定意见的表述形式．．．．．．．．．．．．．．．．．．．．．．．．．18 

关英伟  姚云  桂东南博白客家话声调建模．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．36 

张春连  孔江平 新闻朗读的呼吸节奏与音高的关系初探．．．．．．．．．．．．．．．．．．．．．．．．．．．．．43 

 

英文篇 

Cao Honglin Kong Jiangping Wang Yingli  Relationship between Fundamental Frequency 

and Speakers Physiological Parameters in Chinese-speaking young adults．．．．．．．．．．．．47 

Cao Honglin Kong Jiangping  Speech Length Threshold in Forensic Speaker Comparison 

by Using Long-Term Cumulative Formant (LTCF) Analysis．．．．．．．．．．．．．．．．．．．．．．．．．．．49  

Dong Li  Johan Sundberg Kong Jiangping     Loudness and Pitch of Kunqu Opera．．．54 

Dong Li Kong Jiangping Johan Sundberg   Long-Term-Average Spectrum Characteristics 

of Kunqu Opera Singers’ Speaking, Singing and Stage Speech．．．．．．．．．．．．．．．．．．．．．．．60  

Sangta   VAT Measurement of Amdo Tibetan Plosives．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．71 

 

压轴篇 

孔江平  音位负担量计量研究----以藏缅语为例．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．75  

Edwin M.-L. Yiu  Wang Gaowu  Andy C.Y. Lo  Karen M.-K. Chan  Estella P.-M. Ma  

Kong Jiangping  Elizabeth Ann Barrett   

Quantitative High-Speed Laryngoscopic Analysis of Vocal Fold Vibration in Fatigued Voice 

of Young Karaoke Singers．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．89 



  

�

                                                        
�

第 1 页，共 97 页



  

 

 

                                                        

第 2 页，共 97 页



  

 

                                                        
4 

 

 

 

第 3 页，共 97 页



  

 

                                                        
6 

. 

 

 

                                                        

第 4 页，共 97 页



  

 

第 5 页，共 97 页



  

 

 

第 6 页，共 97 页



  

 

 

 

                                                        

 

第 7 页，共 97 页



  

 

 

第 8 页，共 97 页



  

 

 

 

 

 

6. The Sounds of the World’s Languages, Peter Ladefoged 

and Ian Maddieson, 1996, Wiley-Blackwell. 

7. The Measurement of Functional Load, 1967, William S-Y. 

Wang, Phonetic, Vol.16.  36-54. 

 

8  The mathematical theory of communication, 1949, 

Shannon, C.E. and Weaver, W.:, University of Illinois 

Press, Urbana. 

9  Prediction and entropy of printed English, 1951, Shannon, 

C.E.: Bell System Technical Journal, 30: 50—64. 

10. The Psychobiology of Language, 1935, George K. Zipf, 

Houghton-Mifflin. 

11. Human Behavior and the Principle of Least Effort, 1949, 

George K. Zipf,  Addison -Wesley. 

 

12. McGurk, H. and J. MacDonald (1976). "Hearing lips and 

seeing voices." Nature 264: 746-748. 

13. Voice Source Characteristics in Mongolian Throat Singing 

Studied with High-Speed Imaging Technique, Acoustic 

Spectra, and Inverse Filtering, 2001,Per-Åke Lindestad, 

Maria Södersten, Björn Merker, and Svante Granqvist, 

Journal of Voice,Vol. 15, No. 1, pp. 78-85, The Voice 

Foundation. 

On the Theory and Digital Method of Speech and Oral Culture Inheritance 

Kong Jiangping 

 (Department of Chinese Language and Literature, Research Center for Chinese Linguistics, Peking University) 

Abstract: Speech and oral culture are the most important parts of human civilization. Their methods of inheritance have 

been developing along with the development of society and technology. The diversities of speeches and oral cultures in the 

world are endangered with the advance of globalization. This paper discusses the basic method of speech and oral culture 

inheritance after the analysis on the inaccuracy and imperfect records of traditional writing, audio and video and then 

proposes an inheritance method based on multi-speech models. Finally, the theoretical basis of speech and oral culture 

inheritance is profoundly discussed form the view of speech and oral culture cognitions. 
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H017  

Anticipatory Coarticulation in V1n#C2V2 Sequences in Standard Chinese 
LI Yinghao1, KONG Jiangping2 

(1 Foreign Languages School, Yanbian University, Yanji 133002, China; 2 Department of Chinese Language and Litera-

ture, Peking University, Beijing 100871, China) 

Abstract: This paper studies the anticipatory coarticulation of C2 and V2 on alveolar nasal coda /n/ and V1 in V1n#C2V2 sequences 

in the Standard Chinese. The results show: (1) the articulatory place and tongue gesture of the alveolar nasal coda is determined by the 

following C2 with the anterior portion of tongue and tongue back being the primary articulator. The transconsonantal vocalic influence is 

not observed. (2) V2 affects the V1n when C2 is bilabial or alveolar consonants. In the former case, the tongue body gesture undergoes a 

smooth transition from V1 offglide to V2; and in the latter case, the V2 effect occurs in the offglide of nasal coda. (3) When the following 

C2 is velar or labiodental fricative, partial place assimilation or complete alveolar closure is found in the majority of tokens, indicative of 

the articulatory strategy used by the subject. The above results support the scale of coarticulation resistance for consonants and lay theo-

retic foundations for the articulatory modeling of the Standard Chinese. 

Key words: electropalatography; alveolar nasal coda; anticipatory coarticulation 
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H017        
The chest and belly breathing control in speech production 

YANG Feng1, HOU Xingquan2, KONG Jiangping3 

(1. College of Chinese Language and Culture, Jinan University, Guangzhou 510610, China 

2.Department of Chinese Language and Literature,Jinan University,Guangzhou,510632, China 
3. Department of Chinese Language and Literature, Peking University, Beijing, 100871, China) 

Abstract: The paper studies the chest and belly breathing control in speech production and its relationship with the speech prosody. 

The results show that Chest-belly compound breathing is manifested in normal speech, with the belly breathing reset preceding the 

chest reset and start of speech signal, and the length of expiration phase relatively equaling that of speech signal. Poem chanting 

requires more air volume consumption than in normal speech. The function for the chest breathing is to provide sufficient air volume 

for the maintenance of the thoracic cavity expansion till the end of utterance. The function for belly breathing controls the release rate 

for the chest breathing through the contraction of the abdominal muscle and diaphragm, thus securing the continuous speech flow. 

Immediately before a prosodic sentence, a reset is found for both chest and belly breathing. Immediately before a prosodic phrase, the 

belly and Chest breathing signal trough will be found. This research is of great signficance to understand the respiratory mechanism in 

speech production, and will lay foundation for the articulatory modelling of respiration. 

Key words: breathing control ,speech production; Chest and belly breathing 
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On Expert Opinion of Forensic Speaker Identification 
Honglin CAO1,2  Jingyang LI3,4  Yingli WANG5  Jiangping KONG1 

1 Department of Chinese Language and Literature, Peking University, Beijing, China. 100871; 

2 Institute of Evidence Law and Forensic Science, China University of Political Science and Law, Beijing, 

China.100088. 

3 Institute of Forensic Science, Ministry of Public Security, Beijing, China. 100038 

4 Key Laboratory of Intelligent Speech Technology, Ministry of Public Security, Hefei, China. 230061 

5 Center of Criminal Technology, Public Security Bureau of Guangdong Province, Guangzhou, China. 510050 

 
Abstract  This paper is concerned with a critique of how to express the expert opinion (conclusion) in forensic speaker 

identification (comparison) cases, for which considerable discussion has been made. First, five approaches that have been put 

into practice currently, namely, auditory approach, spectrographic approach, acoustic approach, auditory-acoustic approach 

and automatic speaker recognition are reviewed, and the merits and demerits are pointed out respectively. Then four 

frameworks of expert opinion of forensic speaker identification, namely, binary decision, probability scale, likelihood ratio 

and UK Position Statement are presented and commented. The authors argue that all the four frameworks are problematic 

somehow when they are put into implementation, and thus we contend that scientificity, logicality, reality, feasibility and 

other value choices should be balanced before choosing framework for expert opinion. As a conclusion, we believe that basic 

and cooperative research should be strengthened by experts with related backgrounds on improving the forensic speaker 

identification approach of analysis, and maybe this is the fundamental method for solving this problem.  

Keywords Forensic Speaker Identification, Expert Opinion, Probability Scale, Likelihood Ratio, UK Position Statement, 

Bays' Theorem, Value Choice. 
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1 /v /

2 /n/ /ȵ/
3 /ts tsʰ s/ /ʨ ʨʰ

ɕ/ 4 /ŋ/
 

1

/ pʰi45/ / kʰi24 / / kʰui31/ /xa33/ / tet3/
/ sip5/ 2

/fui45/ /fou24 /
/faŋ31/; 3 /k kʰ/  

/kou45/ / kʰun31/ / kʰu i33/ / ki33/ 4
/ts tsʰ/ / tsu45/ /tsa31/

/tsʰau24/ / tsʰa24/ 5 /n
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Matlab polyfit(x,y,n) ,

X= linspace(0, ,10) ms T=[
] n

n=1
T = A*X + B A B

 
T1 =  0.0020 * X1 + 3.8344  0 <X1 < M1 ;  273.8 

< M1 < 471.3  

T2 =  0.0043 * X2 + 1.6551  0 <X2 < M2 ;  299.7 

< M2 < 493.7  

T3 =  -0.0056 * X3 + 2.9445  0 <X3 < M1 ;  303.4 
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18 195.89 223.36 212.32 8.84
18 3.54 15.24 6.67 3.11
18 -.06 .00 -.03 .02
18Valid N (listwise)

N Minimum Maximum Mean Std.  Dev iat ion
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28 189.78 257.05 223.11 18.79
28 1.27 6.35 2.57 1.29
28 -.38 -.01 -.14 .10
28Valid N (listwise)

N Minimum Maximum Mean Std.  Dev iation

57 176.19 268.97 227.82 23.50
57 .36 2.54 1.26 .47
57 -.72 -.02 -.29 .17
57Valid N (listwise)

N Minimum Maximum Mean Std.  Dev iation
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.001 .001
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Pearson Correlation
Sig. (2-tailed)
N
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Sig. (2-tailed)
N
Pearson Correlation
Sig. (2-tailed)
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Correlation is signif icant at the 0.01 level (2-tailed).**. 
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Pearson Correlation
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Pearson Correlation
Sig. (2-tailed)
N
Pearson Correlation
Sig. (2-tailed)
N

Correlation is signif icant at the 0.01 level (2-tailed).**. 
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1 .263* -.395**
.048 .002

57 57 57
.263* 1 .572**
.048 .000

57 57 57
-.395** .572** 1
.002 .000

57 57 57

Pearson Correlation
Sig. (2-tailed)
N
Pearson Correlation
Sig. (2-tailed)
N
Pearson Correlation
Sig. (2-tailed)
N

Correlation is signif icant at the 0.05 level (2-tailed).*. 

Correlation is signif icant at the 0.01 level (2-tailed).**. 

 A

C 2001

 

 

 J 2004 3

 A M

1987

 J

2008 2

 

 

 

 

 C 2009 6

 C 2012 7

 J 2002 3

Preliminary Study on the Relationship between Respiratory 

Rhythm and Fundamental Frequency of News Reading 
Author Zhang Chunlian1, Author Kong Jiangping2 

1. Department of Chinese Language and Literature, Peking University, Beijing 100871, China 
2. Department of Chinese Language and Literature, Peking University, Beijing 100871, China 

 

Abstract: On the previous study of Chinese intonation, we now analyzed the relationship between respiratory rhythm and 

fundamental frequency by the record of respiratory sensor. The corpus is classified into three kinds of units, they are the big units, 

the middle units and the small units or first respiratory, second respiratory, third respiratory . Normally one paragraph is one piece 

of big unit, and the complex sentences in the paragraph are middle units, and clauses or sentence elements are small units. After 

comparison of the respiratory resetting and fundamental frequency resetting, we found that they are regularly corresponding to each 

other. On the whole: 1) the respiratory resetting and the fundamental frequency resetting is regularly corresponded; 2) in the three 

kinds of respiratory rhythm styles, the resetting period ( intercept ) is relatively stable; 3) the fundamental frequency of the resetting 

of the first respiratory is not as large as the second and third one s; 4) the slope and length of the fundamental frequency is 

proportional to each other; 5) the slope and intercept of the fundamental frequency is inversely proportional to each other. 

Key words: news reading; respiratory rhythm; fundamental frequency; cadence 
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 Relationship between Fundamental Frequency and Speakers 
Physiological Parameters in Chinese-speaking young adults 

Cao Honglin1, 2, Kong Jiangping2, and Wang Yingli3 
1Key Laboratory of Evidence Science (China University of Political Science and Law), Ministry of Education, Beijing, China 

2Department of Chinese Language and Literature, Peking University, Beijing, China 
{caohonglin|jpkong}@pku.edu.cn 

3Center of Criminal Technology, Public Security Bureau of Guangdong Province, Guangzhou, China 
wangyingli776@sina.com 

 
Whether fundamental frequency (F0) of speech can 
show a reliable (negative) correlation with human 
speakers’ body size (and shape) remains controversial, 
especially when the age and gender variables are 
controlled. No significant correlations between them 
were found in most previous studies. And many 
studies only focused on body size and the average F0 
of vowels (and/or passages). However, a few studies, 
such as (Evans et al. 2006), found weight was 
significantly negatively correlated with mean F0 (r= 
-0.34, p= 0.02). The authors also found a significant 
negative relationship between mean F0 and certain 
body shape measures. Additionally, (Graddol et al. 
1983) found that not mean F0 but median F0 and 
height had a significant negative correlation, but only 
among male speakers. Nearly all of the studies are 
about non-tone languages, tone language, like Chinese 
are investigated rarely. The purpose of this study is to 
examine the relationship between the mean, median, 
mode, standard deviation (SD) of F0 and 7 
physiological parameters (body size and shape) of 
Chinese-speaking young male and female speakers. 
 
70 male speakers (aged 19-38) and 74 female speakers 
(aged 20-34) were recruited for this study. They were 
students (accounting for a large proportion), teachers, 
physicians and public servants. All speakers were able 
to speak Mandarin Chinese well. The speech material 
was a short passage entitled “North Wind and the Sun”. 
The speakers were required to be familiar with the 
material first and then read the text at a normal speed, 
in a comfortable way. The same equipment was used 
to record the material in sound-attenuated rooms at 
Peking University and the Second Hospital of Dalian 
Medical University. All recordings were made at a 
sampling rate of 22 kHz and 16 bit depth. The average 
duration of materials was 36.0s for male speakers and 
34.8s for female speakers, respectively. WaveSurfer 
(Sjölander et al. 2000) was used to extract F0 values 
of the text using settings as follows: ESPS method, 
max pitch value 400Hz (for males)/500Hz (for 

females), min pitch value 60 Hz, frame interval 0.01s. 
Any occurring F0-tracking errors were corrected 
manually. The mean, median, mode and SD of each 
speaker’s long-term F0 were calculated. 7 
physiological parameters: height, weight, body mass 
index (BMI), anterior neck length, shoulder breadth, 
neck circumference, chest circumference were 
measured according to the general anthropometric 
methods (Xi et al. 2010). The range of height was 
155.0-197.6cm (mean 176.3, SD 8.9) for male 
speakers and 144.0-180.0cm (mean 161.1, SD 8.6) for 
female speakers, respectively. The distribution of 
heights of both genders tended to be normal. Pearson 
correlations were calculated to estimate the 
relationship between all of the four types of F0 and 
speakers’ 7 kinds of physiological variables.  
 
The results showed that, for male speakers, no 
significant correlations were found between the mean, 
median, mode F0 and physiological parameters. 
However, significant negative relationships were 
found between SD F0 and measures of speakers’ 
height, weight, shoulder breadth, neck circumference 
and chest circumference. By contrast, the findings for 
female speakers were more complex. Mean F0 was 
significantly negatively correlated with height, but not 
for the other 6 physiological parameters. Median F0 
was found to be only significantly negatively 
correlated with height and shoulder breadth. No 
significant correlations between mode F0 and 
physiological parameters were found. Significant 
negative relationships were also found between SD F0 
and height, weight and shoulder breadth. Not 
surprisingly, F0 showed more reliable negative 
correlations with physiological parameters when the 
data were pooled across gender classes than when 
analyses were performed separately for each gender. 
For example, Figure 1 shows the relationship between 
SD F0 and speakers’ height in the form of a scatter 
diagram. Linear regression analysis was made for both 
genders. It can be seen that SD F0 are negatively 
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correlated with speakers’ height not only when both 
male and female speakers were involved, but also 
when gender was controlled. Similar results will be 

shown in the present study. Some possible 
interpretations and implications for speaker profiling 
of the findings will be discussed.  

 

 
Figure 1 Scatter diagram of speakers’ height and SD F0 for both genders 
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Long-Term Cumulative Formant (LTCF) Analysis  
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ABSTRACT: Long-Term Formant distribution (LTF) is a relatively new method in forensic speaker comparison, by which the results 
have been proved to contain important speaker-specific information. However, few studies have been carried out for the fundamental issue 
that how long the speech sample should be collected. The current paper investigated the speech length threshold (SLT) by using Long-
Term Cumulative Formants (LTCF) analysis, which was one of the LTF methods. The speech sample for each speaker was segmented into 
one-second length subsamples. Pearson’s correlation coefficients were calculated for LTCF values of the whole speech sample and new set 
of speech samples that were formed by adding the immediately following subsample onto the speech sample before it with a start from the 
first subsample. The results show that SLT can be placed at about 70 seconds natural speech recordings (approximate 20 seconds only 
vocalic samples in duration), which are adequate to represent the whole vocal tract  resonance characteristics. 
  
Keywords: long-term formant; speech length; correlation coefficients; forensic speaker comparison 
 
 

1. INTRODUCTION 
 
Formant features are of great importance in forensic 
speaker identification, as they contain lots of vital 
speaker-specific information. Recently, Nolan and 
Grigoras [1], in a case study, proposed a new method of 
formant analysis, which was called the Long-Term 
Formant distribution (LTF). Instead of selecting specific 
vowel targets, this method captures the information from 
all vocalic portions, from which formant structures are 
visible and reliable, leading to a long-term distribution 
for each formant. It can summarize the whole resonance 
characteristics of individual vocal tract and reflect an 
individual’s anatomy and articulatory habits [2]. Many 
advantages of the LTF method are found, including 
relatively time-efficient application, high inter-expert 
reliability, anatomical motivation (LTF2 and LTF3 are 
negatively correlated with speaker height) and language 
independence [3, 4]. Meanwhile, the LTF values (and the 
bandwidths) of F1 to F3 can also be applied to automatic 
speaker recognition effectively [5]. 
As for any long-term feature (e.g. Long-Term Average 
Spectrum and Long Term F0 distribution) in forensic 
phonetics, the speech length threshold (SLT) is an 
important influencing factor. In previous studies, 
speeches in varied lengths were used. For instance, in [6, 
7], both spontaneous and reading materials were adopted. 
The durations of the two style recordings were, on 
average, 178s (range from 79s to 313s ) and 39s (range 

from 31s to 54s) respectively. After editing for LTF 
analysis (i.e. only vocalic portions with clear formant 
structure remained), the durations decreased 
correspondingly, and the values were, on average, 40s 
(range from 12s to 83s) and 12s (range from 8 to 16s) for 
the two style recordings respectively. In [5], 22s and 11s 
length of samples (after editing) were investigated for 
training and test set respectively. In [2], 30s of 
vowel/approximant materials were selected for LTF 
analysis. Are these durations above long enough for LTF 
analysis? According to [8], it is recommended that, using 
the Catalina (Version 3.0h) software, speech (raw 
materials without editing) lengths should be longer than 
10 seconds. Additionally, Moos [6, 9] compared the 
standard deviation (SD) of LTFs (F1 to F3) of different 
packages (durations were cumulative from 1s to 10s with 
an interval of 0.5s). The author found that there was a net 
duration threshold value of available speech material 
beyond which LTF’s were saturated, which could be 
placed at around 5s to 8s of pure vocalic stream, 
depending on the formant and the speaking condition. 
About 6 seconds of pure vocalic stream (equivalent to 27 
seconds of dialogue or 19 seconds of read speech) were, 
on average, enough to produce reliable LTF values [7].  
Most studies about LTF analysis were based on English 
and German speech and focused on Long Term Average 
Formants (LTAF). Actually, there are two types of LTF 
analysis including LTAF and Long Term Cumulative 
Formants (LTCF) [8]. LTAF shows the distribution of 
each formant individually, while LTCF represents the 
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vertical addition of all LTAFs (cf. Fig. 1). The present 
study, based on Chinese reading materials, examines the 
correlations of LTCFs of speech with a variety of 
durations , in order to test the discrimination ability and 
SLT by using LTCF analysis. 

 
2. METHOD 

 
2.1. Material 
 
Six short passages were selected in this study. They are 
short introductions of six famous cities in China: Beijing, 
Shanghai, Shenzhen, Hong Kong, Xi'an and Guangzhou 
(chosen from [10]). All of texts contain 2,919 syllables 
(In Standard Chinese one character stands for one 
syllable [11]).The length of the speech materials is about 
10 to 20 times the length of general studies' materials, 
which can be shown from Table I (cf. the duration 
information of the references described above). The 
reason for this is to guarantee the hypothesis that this 
speech length is adequate to represent the speaker's LTCF 
distribution characteristics is reasonable. 

 
2.2. Speakers and Recording 
 
The subjects included three male native speakers of 
Standard Chinese, aged 30 to 34, none of whom had any 
noticeable voice and speech disorders (owing to the data 
processing process was very time-consuming, only three 
speakers were investigated eventually ). They were 
required to be familiar with the materials first and then 
read the text at a normal speed, in a comfortable way. 
The SONY ECM-44B microphone was used to record 
the materials in a sound attenuated room at Peking 
University. All recordings were made at a sampling rate 
of 22 kHz and 16 bit depth. 

 
2.3. Data Processing  
 
First of all, a short C program using dynamic 
programming algorithm was carried out on eliminating 
all voiceless information. Then Wavesurfer [12] was 
chosen to edit and analyze the materials. The recordings 
were edited by hand to eliminate all nasal consonants and 
other vocalic portions where the formant structures were 
unclear. The durations of the original recordings and 
resulting samples of the three speakers were shown in 
Table I. Subsequently, formant tracking was applied to 
all resulting samples by using the LPC-based algorithm. 
The first four formant values were obtained automatically, 
checked and, if necessary, corrected manually. These 
procedures were all applied with Wavesurfer, with the 

settings as follows : LPC order : 12, number of formants : 
4, analysis window length (hamming): 0.049s, pre-
emphasis factor: 0.7, frame interval: 0.01s, down-
sampling frequency: 10 kHz. 
 
Table 1. The durations of the original recordings and 
resulting samples of the three speakers. “m” and “s” stand 
for minute and second respectively. 

Speaker CH YQ YF 
Original duration 11m30s 12m57s 17m26s 

Resulting duration 3m21s 
(201s) 

3m42s 
(222s) 

4m52s 
(292s) 

Percentage 29% 29% 28% 
A MatLab program was used to extract formant values, 
generate histogram, display the distribution of values and 
calculate the correlation coefficients. As discussed above, 
many studies focused on the mean or mode values of 
LTAF (often F1 and F3). However, the shape, like 
kurtosis and skewness, of the distribution of each formant 
is also very useful, because the LTAF distributions are 
often non-symmetrical. In the present study, we use the 
LTCF values for calculating, other than the mean (or 
mode) value of each LTAF. The differences of LTCF and 
LTAF are shown in Fig. 1. The LTCF represents the 
vertical addition of all LTAFs, i.e. the LTCF shows the 
cumulative frequency of occurrence of all values of F1 to 
F4. For one LTCF, it can be represented by an array, 
which is composed of the number of the frequency of 
occurrence (Y-axis), with a fixed X-axis range. The array 
of one LTCF is easily-acquired and conveniently-
calculated. Meanwhile, it includes the shape information, 
even though it doesn’t differentiate the detailed 
information of each LTAF distribution. 
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 Figure 1. An illustration of LTAF and LTCF of Speaker YQ. 
All histograms are displayed in 25 Hz bins.  
 
It is hypothesized that the whole resulting speech samples, 
whose lengths are shown in Table I, are adequate enough 
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to summarize the resonance characteristics of the three 
speakers’ vocal tracts. The whole speech sample for each 
speaker is segmented into one-second length subsample. 
New set of speech samples (called cumulative samples) 
that are formed by adding the immediately following 
subsample onto the speech sample before it with a start 
from the first subsample are studied. For each speaker, 
the LTCF values of cumulative samples are calculated. 
For example, the length of 1s, 2s…200s and 201s 
cumulative samples of speaker CH are analyzed. And 
then, Pearson’s correlation coefficients between the 
LTCF values of the whole speech sample and the LTCF 
values of the cumulative samples are calculated. To 
ensure the LTCF values of different samples can be 
calculated, the range of the whole formants frequencies is 
normalized to 200-4500Hz, which can cover the extreme 
of the F1-F4 values of the three speakers by the square. 
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Figure 2. An illustration of Pearson’s correlations (r-values, 
p>0.000) between the LTCF values of every cumulative 
sample and the LTCF values of the whole speech samples 
of three speakers. 
 

3. RESULTS 
Pearson’s correlations (r-values) between the LTCF 
values of every cumulative sample and the LTCF values 
of the whole speech samples of the three speakers are 
shown in Fig. 2 in the form of line chart. The red, blue 
and green curves represent speaker CH, YQ and YF 
respectively. It shows , for example, that the r-value (for 
all r-values, p>0.000) of speaker CH increases from 0.65 
to 0.90 rapidly, when the duration is between 1s to 9s. 
From 10s to about 28s of the cumulative duration, the r-
value increases from 0.90 to 0.96 on medium speed. In 
the range of 29 to 103s, the change of r-value is relatively 
stable (the r-values range from 0.96 to 0.97). From 104s 
to the end of the material, another increase appears. To 
get a better view of the duration differences between the 

three speakers in terms of certain r-values, some special 
duration information is also displayed in Table II, when 
the r-values reach 0.80, 0.85, 0.90 and 0.95. There are at 
least two findings that can be derived from Fig. 2 and 
Table II. The first important one is that all three speakers' 
r-values move up at a decreasingly rapid rate, as the 
duration increases. The second finding concerns the 
individual differences of the three speakers: the 
distributions of the three curves are not exactly the same. 
For instance, when the duration is 5s, the r-value of 
speaker YQ is 0.80, but the value that speaker YF can 
reach is 0.85 instead; when the r-value reaches 0.95, no 
less than 18s and 24s long vocalic samples are needed for 
speaker YQ and YF respectively; it seems that less 
vocalic samples are needed for  speaker YQ  than speaker 
CH  to reach a certain r-value. 
 
Table 2. The duration information (in second) of three 
speakers, when r-values reach 0.80, 0.85, 0.90 and 0.95. 
 

Speaker r = 
0.80 

r = 
0.85 

r = 
0.90 

r = 
0.95 

CH 7 8 9 21 
YQ 
YF 

5 
3 

6 
5 

9 
9 

18 
24 

mean 5 7 9 21 
 
Fig. 3 shows the mean r-values distribution of three 
speakers. Specifically, for each speaker, r-values between 
the LTCF values of every cumulative sample and the 
LTCF values of the whole speech samples of the same 
speaker (intra-speaker correlations) are calculated. The 
red curve represents the mean r-values of the three curves 
which are shown in Fig. 2. Additionally, for each speaker, 
by contrast, the same LTCF values of cumulative samples 
are also compared to the other two speakers' whole 
speech samples' LTCFvalues (inter-speaker correlations), 
and then 2*3=6 groups of r-values are gotten. The blue 
curve represents the mean values of the 6 groups. The 
magenta and green curves represent the distributions of 
the mean values plus and minus the SD of the 6 groups 
respectively. Markedly, the red curve is much “higher” 
than the other three curves, which means that it is easy to 
discriminate the three different speakers using the 
correlation coefficients calculated by LTCF method. 
Meanwhile, the discrimination ability of correlation 
coefficients of LTCFs can be significantly improved, as 
the cumulative durations increase. It can be seen that, 
approximately, 20 seconds in duration is the boundary 
between the stable and non-stable change of the dis 
crimination ability. 
To get a better view of the change rate of r-values as the 
duration increases, Fig. 4 is generated. In Fig. 4, the red 
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and blue curves represent the SD values of every three 
consecutive points (along the X-axis) of the red and blue 
lines in Fig. 3respectively. The range of the X-axis is 
limited to 1s to 100s so that the two curves can be more 
clearly illustrated. As can be observed from Fig. 3-4, the 
r-values are volatile when the length of the vocalic 
sample is les s than about 20s . The SDs of the average r-
values of both intra- and inter-speaker correlations are 
under 0.0025 constantly when the duration is longer than 
about 20s. 

0 20 40 60 80 100 120 140 160 180 200

0.4

0.5

0.6

0.7

0.8

0.9

1

Duration of Cumulative Sample (s)

C
or

re
la

tio
n 

C
oe

ffi
ci

en
ts

Mean value of three speakers' correlation

 

 

Mean of intra-speaker-corr
Mean of inter-speaker-corr
Mean of inter-speaker-corr + SD
Mean of inter-speaker-corr – SD

 
Figure 3. The mean r-values distribution of three speakers. 
The range of the X-axis is limited to 1to 200 seconds. 
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Figure 4. The change rate of r-values. The red and blue 
curves represent the SD of the three consecutive points of 
the red and blue lines in figure 3, respectively.  

 
4. DISCUSSION AND CONCLUSION 

 
In this paper, about 20s vocalic samples in duration are 
found to be able to have a stable discrimination ability of 
the three speakers by using LTCF analysis, i.e. the LTCF 
values of 20s vocalic samples seem to be able to show a 
good representation of the whole resonance 

characteristics of individual vocal tract. Table I shows the 
proportional relationship between the duration of 
resulting vocalic samples and original recordings, which 
is 29% on average (cf. [7]).Based on this proportion, 
about 70s original speech (speaking at natural speed) in 
length is needed, which is equivalent to 20s vocalic 
samples. From a forensic point of view, 70s speech in 
length of one speaker is often available in civil cases and 
also in a few criminal cases. It doesn’t mean that, 
however, the speech length less than 70s (or 20s vocalic 
samples) cannot be used. The results presented in this 
paper show that the r-values of all three speakers can 
reach at 0.90 when 9s vocalic samples (about 31s natural 
speech) are available. In a s mall sample size (number of 
speakers), 9s will be adequate to discriminate speakers. 
But as the sample size increases, more speech materials 
will be needed, since the possibility that the r-value of 
two speakers’ LTCFs is very high (e.g. exceed 0.90) 
cannot be ruled out. Meanwhile, the relation of r-value 
and duration varies between the three speakers, which 
supports Moos’ findings [7, 9]. 
Many previous studies on LTF analysis focused on the 
mean or mode value of every LTAF (often F1 and F3) 
based on English or German speech materials. The 
approach proposed in this paper uses LTCF values based 
on Chinese reading materials instead. So the results of 
these studies are hard to be compared directly. To some 
extent, for different languages, it can be speculated that 
20s vocalic speech should be adequate for LTF analysis 
(both LTAF and LTCF). Anyhow, the longer the better.  
It is worth mentioning that another direction for future 
research will be calculating the relation of each single 
LTAF other than the whole LTCF, because it was found 
that the dis crimination abilities of LTAFs of different 
formants were not the same (e.g. Moos [6, 7, 9] found 
that LTF value of F3 was most valuable). It will be useful 
not only for the quantitative analysis on LTAF 
distribution of every formant, but also for the new 
understanding of SLT by using LTF analysis.  
In conclusion, the present paper proposed a new method 
to discriminate speakers using LTCF analysis based on 
three male speakers’ long Chinese reading materials. For 
each speaker, Pearson’s correlation coefficients between 
the LTCF values of cumulative samples and the LTCF 
values of the whole speech sample are calculated. The 
results show that this method can distinguish the three 
speakers effectively and the more speech materials are 
available , the steadier the dis crimination ability is . 
Markedly, on average, the speech length threshold can be 
placed at about 70 seconds natural speech recordings 
(approximate 20 seconds only vocalic samples in 
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duration), which are adequate to represent the whole 
resonance characteristics of individual vocal tract and are 
enough to produce reliable LTCF values. The findings 
reported here also have significant theoretical value to 
forensic casework. However, owing to only three 
subjects and reading other than spontaneous speech were 
studied, this research has some limitations. In the future 
studies, the effects of sample size (number of speakers), 
different speaking styles, languages and contents of the 
speech materials still have to be further investigated, 
which are very important factors in forensic applications. 
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Loudness and Pitch of Kunqu Opera1 
Li Dong, Johan Sundberg and Jiangping Kong 

Abstract Equivalent sound level (Leq), sound pressure level (SPL) and fundamental frequency (F0) is analyzed in each of five 

Kunqu Opera roles, Young girl and Young woman, Young man, Old man and Colorful face. Their pitch ranges are similar to those of 

some western opera singers (alto, alto, tenor, baritone and baritone, respectively). Differences among tasks, conditions (stage speech, 

singing and reading lyrics), singers and roles are examined. For all singers, Leq of stage speech and singing were considerably higher 

than that of conversational speech. Inter-role differences of Leq among tasks and singers were larger than intra-role differences. For 

most roles time domain variation of SPL differed between roles both in singing and stage speech. In singing as compared to stage 

speech SPL distribution was more concentrated and variation of SPL with time was smaller. With regard to gender and age, male roles 

had higher mean Leq and lower MF0 as compared with female roles. Female singers showed a wider F0 distribution for singing than 

for stage speech while the opposite was true for male singers. Leq of stage speech was higher than in singing for young personages. 

Younger female personages showed higher Leq while older male personages had higher Leq. The roles performed with higher Leq 

tended to be sung at a lower MF0. 

Key words: Equivalent sound level; Sound pressure level; Fundamental frequency; Kunqu Opera; Task; Condition; Singer; Role. 
 

                                                             
1 Journal of Voice 14-19  

INTRODUCTION 
Kunqu Opera is a traditional performing art in China. 
It has been handed down orally since the middle of the 
sixteenth century and is revered as the ancestor of all 
Chinese Operas. It is commonly praised for its elegant 
phrases, wonderful stories and beautiful melodies and 
is performed by at least ten artists, Jing, Guansheng, 
Jinsheng, Laosheng, Fumo, Zhengdan, Guimendan, 
Liudan, Fuchou, and Xiaochou, each with a special 
voice timbre  (Wu, 2002). The roles can be divided 
into five groups: 
1, Sheng (Young man roles) recites and sings in both 
modal and falsetto register. Both Guansheng,  who 
wears an officer’s hat, and Jinsheng, who wears a 
headband change their voice quality according to the 
age and identity of the personages. A Guansheng 
performer acts as a young king or a gifted scholar, and 
his voice quality has been described as “broad and 
bright” having “a heavy oral resonance”. Jinsheng 
performers often act in love stories, and sing with a 
brighter, lyrical voice.  
2, Dan (Female roles) includes Laodan (Old woman 
role), Zhengdan (Middle-aged woman role), 
Guimendan (Young woman role) and Liudan (Young 
girl role). To portray their different ages and identities, 
D panerformers sing with different voice qualities; in 

general, the older the personage,  the greater the 
proportion of modal voice. Thus, Laodan performers 
recite and sing with loud modal voice, Liudan 
performers with falsetto voices, while Zhengdan and 
Guimendan use both these registers.  
3, Jing (Colorful face roles) performers sing with their 
faces painted in different colors depending on the 
identity of the personage. The voice quality has been 
described as “resonant and vigorous”. Often they use a 
series of special effects to display different characters, 
such as voice bursts and “intense resonance”. 
4, Mo (Old male roles), including Laosheng (Old man 
role) and Fumo (Second Old man role), recite and sing 
in modal register. Laosheng performers play the roles 
of middle-aged or elderly gentlemen.  The Fumo 
performer introduces the story at the beginning of the 
performance.  
5, Chou (Buffoon roles), including Xiaochou (Clown 
role) and Fuchou (Second clown role), recite and sing 
with register shifts between falsetto and modal. Fuchou 
pays more attention to expression than to voice. 
Xiaochou is a comical role performed with a loud and 
clear voice. 
Summarizing, the voice timbres mirror the ages, 
characters and identities of the various personages. The 
voice qualities deviate dramatically from both 
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conversational speech and Western operatic tradition, 
which have been well described in previous research 
(see e.g. Fant, 2004; Kong, 2001; Sundberg, 1987). By 
contrast, few attempts have been made to describe in 
scientific terms the acoustic characteristics of Kunqu 
Opera roles, although these characteristics possess a 
general relevance from the point of view of voice 
science, illustrating the flexibility of the human voice 
and exemplifying how the voice can be used in artistic, 
musical and dramatic contexts. The present study 
investigates 1) differences among roles; 2) differences 
between singing, stage speech  and reading lyrics; 3) 
intra-role differences between songs; and 4) 
differences between singers of the same role. The 
investigation focusses on two primary acoustic 
properties of the voice, loudness and fundamental 
frequency (F0), in five Kunqu Opera roles, two female 
(Young girl and Young woman), and three male 
(Colorful face, Old man and Young man).  

METHOD 
Four female and six male professional performers of 
Kunqu Opera, age range 25 to 47, volunteered as 
subjects, two performers in each of five roles, see 
Table 1. Their professional experiences varied between 
7 and 27 years. The singers were told to sing just as on 
stage. As there are no songs that are common to all 
these roles, the singers were asked to perform three or 
four songs of their own choice that belonged to their 
repertoire at the time of the recording. The songs had 
duration of between 2 and 3 minutes and differed in 
emotional color. The two Young girl singers sang only 
three songs, because one of the songs was very long. 
The singers also recited a section of stage speech. In 
addition, all singers read, in modal voice, the lyrics of 
the songs chosen, duration between 2 and 3.5 minutes. 
The language differed from Mandarin Chinese but was 
identical with what they used in their roles on stage, 
which actually corresponds to ancient Chinese. 

 

 

Young girl singer 2 and Old man singer 2, who both 
are performers of the Northern Kunqu Opera Theater, 
could be recorded in an anechoic room, about 
3.6x2.6x2.2 m, as they lived in Beijing, the city where 
the research was carried out. The other singers, who 
were performers at the Kunqu Opera Theater of the 
Jiangsu Province, had to be recorded in an ordinary 
room, about 4x5x3 m. Audio was picked up by a Sony 
Electret Condenser Microphone placed off axis at a 
measured distance that varied between 15 and 21 cm 
for the different singers. All sound level data were 
normalized to 30 cm. The signals were digitized on 16 
bits at a sampling frequency of 20 kHz and recorded 
on single channel wav files into ML880 PowerLab 
system. Sound pressure level (SPL) calibration was 
carried out by recording a 1000Hz tone, the SPL of 
which was measured at the recording microphone by 
means of a TES-52 Sound Level Meter (TES Electrical 
Electronic Corp., Taiwan, ROC). This SPL value was 
announced in the recording file together with 
respective microphone distance.  
Two programs were used for analyzing the recordings. 
WaveSurfer-1.8.8p3 was used to measure the 
fundamental frequency (F0). After converting the files 
into the smp format and eliminating pauses longer than 
10 ms from the recordings, the Soundswell Core 
Signal Workstation 4.0 was used to analyze the 
equivalent sound level (Leq). The distribution of SPL 
values was determined by means of the Soundswell 
Histogram module.  Statistic analyses were completed 
using SPSS 18. Given the small sample  Leq and 
mean F0 (N 8), the mean values were compared by 
T-test. For the larger sample of time variation of SPL 
(N>360), a Mann- Whitney U test was employed. 

RESULTS 
Figure 1 shows the Leq for the different singers and 
tasks. The within subject averages across read texts, 
and songs are listed in Table 2 together with the values 
pertaining to stage speech. With regard to the reading 
of the lyrics the intra-subject variation was rather small, 
while the variation between the different songs was 
larger, means 2.5 dB and 4 dB, respectively. There 
were clear Leq differences between the songs sung by 
the same singer, which does not seem surprising, since 
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the Leq of singing would depend on the character of 
the song. 

 

As can be seen in Table 2 the Leq of singing was, on 
average across subjects, 12.3 dB (SD 3.6 dB) higher 
than that of reading lyrics. Stage speech showed even 
higher Leq values, average 15.1dB (SD 3.6 dB). For all 
roles, the Leq differences between reading lyrics and 
singing were significant, and also between reading 
lyrics and stage speech (p<0.05). The Leq of stage 
speech was higher than that of songs for all singers 
except Colorful face 2 and Old man 1. However, only 
Young woman role and Young man role showed 
significant differences between singing and stage 
speech (p<0.05). Thus, the Leq values of singing and 
stage speech were similar, but both were significantly 
higher than that of the reading of the lyrics. Also, the 
variation among singers was greater in singing than in 
stage speech. 

 
The Leq values for the two performers of the same role 
varied in many cases. With regard to reading lyrics the 
Leq values were significantly different between the 
two singers of the Young girl role and of the Young 
woman role, and with respect to singing the two Old 
man role singers showed significant differences 
(p<0.05). The female roles who spoke louder in 
reading the lyrics also recited the stage speech and 
sang louder. For male roles, by contrast, the Leq of 
stage speech and singing had little to do with the Leq 
of reading lyrics. 
Comparing the five roles, there were some Leq 
differences, see Figure 2. As a whole, the Leq of male 
roles were higher than those of the female roles. In 
both singing and stage speech Colorful face and Old 
man showed the highest values and Young woman the 
lowest, and the differences between roles were much 
larger in singing. The Leq of most roles differed 
significantly for singing (p<0.05). Only Young girl role 
and Young man role did not show significant 
difference in singing. With regard to the age of the 
characters, the younger females and older males had 
higher Leq. 

 

The mean values of SPL were about 10 dB lower than 
the Leq values, see Table 2. This is not surprising, 
given the influence of soft phonation and pauses on the 
SPL.  The mean SPL will drop considerably if the 
recorded signal contains long soft or silent sections, 
while, under the same conditions the Leq will remain 
similar. The reason is that, unlike the SPL average, the 
Leq is calculated on the basis of linear sound pressure. 
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Therefore, the narrow distribution of SPL values will 
decrease the difference between the SPL average and 
the Leq. The SPL of singing had a more concentrated 
distribution compared with that of stage speech, see 
Figure 3. With respect to the roles, singers of the same 
role had similar distributions of SPL while singers of 
different roles showed differing distribution in singing 
but not in stage speech. 

 
The SPL differences between adjacent voiced 
segments reflect the time domain variation of loudness. 
As can be seen in Figure 4, this difference was 
significantly larger for stage speech than for singing 
(p<0.05), indicating that the variation was greater in 
stage speech. For most roles, the variation of SPL with 
time differed significantly between roles in both 
singing and stage speech (p<0.05), see Table 3. 

 

 

The average fundamental frequencies MF0 of the 
different roles are shown in Figure 5. As expected, 
female roles showed higher means than male roles. For 
all roles, MF0 was lowest in reading and highest in 
stage speech. The differences were significant (p<0.05), 
except for singing and stage speech of the Old man 
role singers. MF0 for the different roles showed 

significant differences for singing (p<0.05) although 
MF0 for Young girl role and Young woman role were 
similar. For the male characters, the younger roles used 
higher MF0. The MF0 differences between singing and 
stage speech were much larger in the female than in 
the male roles. 
The means and SD of F0 for each singer are listed in 
Figure 6. Female singers showed a wider F0 
distribution for singing than for stage speech while the 
opposite was true for male singers. Between singers 
the SDF0 showed great variation for stage speech but 
small variation for singing, the latter reflecting mainly 
compositional characteristics. The singers of the same 
role showed similar SDF0 for the same task except for 
the Old man role. The female singers showed smaller 
SDF0 than male singers when reciting stage speech. 

 

 

Comparing the data shown in Figure 2 and 5, 
interesting relationships between mean Leq and MF0 
can be observed for the different roles. Within roles 
there was a positive correlation, implying that the MF0 
was high when the singers produced a high Leq. By 
contrast the roles performed with higher Leq tended to 
be sung at a lower MF0. It seems likely that these 
relationships between Leq and MF0 belong to the 
characteristics of the different roles.  

DISCUSSION 
Our analyses comprised no more than two singers for 
each of the five roles. On the other hand, all singers 
were professional and earned their livelihood from 
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singing, suggesting that they had well-established 
singing skills and well-controlled voices. Secondly, 
four songs with different emotions were enough for 
reflecting the variations of songs in the same role. The 
songs of Kunqu Opera could be divided into two 
groups, the south song and the north song. Typically, 
south songs are smooth while north songs are more 
excited. All roles include both south songs and north 
songs except Colorful face; at present most songs of 
that role are of the north song type. Thus, including 
several song samples for each role should have 
enhanced the credibility of the results. However, there 
was only one sample of stage speech for each singer, 
which might have limited the representatively of the 
findings. The variance of stage speech should be 
considered in the future. 
As was shown in Figure 1, some singers’ Leq was 
higher when they were reading the text of stage speech 
than when reading the lyrics of the songs, possibly 
because they were influenced by the speaking style of 
stage speech. In fact, they read the texts of stage 
speech more emotionally than the lyrics. When reading 
the lyrics of the songs, they perhaps adopted their 
voice habits of conversational speech.  
Considering the age, dialect and the recording place, 
some point should be mentioned. In all roles singer 
number 1 was older than singer number 2, particularly 
for Young woman and Young man. The younger 
singers showed higher Leq than the older singers, 
especially in stage speech. Another factor is the dialect. 
Young girl 2 and Old man 2 both came from North 
China and their dialect was northern mandarin. The 
other singers came from South China, and their dialect 
was the Wu dialect, which sounds gentler than 
Mandarin. The style of north Kunqu Opera is bold 
while the style of south Kunqu Opera was gentle. 
Although the singers performed similar plays and used 
the same language when they were acting, they were 
probably influenced by their cultures and dialects. Also, 
it cannot be excluded that the different recording 
conditions between the north and south groups had an 
effect. Young girl 2 and Old man 2 were recorded in a 
sound treated booth with an abnormally low 
reverberation level, which may have caused them to 

increase vocal loudness. On the other hand, the Leq 
difference was small between the lyrics reading of Old 
man 2 and Old man 1, who were recorded in different 
rooms.  
Previous research has found as strong positive 
correlation between Leq and MF0 in speech produced 
at different loudnesses (Gramming et al., 1988). The 
correlations differed between roles in singing. Leq and 
MF0 were only significantly correlated for the Old 
man role and Young man role (p<0.05, R2>0.9). The 
songs sung by each of the singers differed in emotional 
color, and this is likely to weaken the correlation. In 
speech, none of the correlations were significant 
(significance level is 0.05). However, the ranges were 
narrow both in Leq and in MF0. 
In the tradition of Kunqu Opera, the Young girl and the 
Young woman roles are performed in falsetto register, 
while the Colorful face and the Old man roles use 
modal register. Mean Leq and MF0 were intermediate 
for Young man role, and this role uses modal voice in 
the lower pitch range and falsetto in the higher. The 
relationships between vocal register and Leq and MF0 
in Kunqu Opera would be worthwhile to study more in 
detail in the future.  

CONCLUSION 
This study explored the differences in Leq, SPL and F0 
between tasks, singers, conditions and roles. The 
inter-role difference was larger than intra-role 
difference. The singers of the same role showed a 
similar F0 concentration, not only for singing but also 
for stage speech. The variation of SPL with time 
differed between most roles in both singing and stage 
speech. 
On average Leq of stage speech and singing were 15 
dB and 12 dB higher than conversational speech as 
documented in the singers’ reading of lyrics. The Leq 
of stage speech were higher than singing for all the 
singers of Young girl, Young woman and Young man 
roles. The between-role Leq differences were smaller 
in stage speech than in singing. In singing as compared 
to stage speech the SPL distribution was more 
concentrated and the time domain variation of SPL was 
smaller. 
Mean Leq and MF0 varied systematically with the sex 
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and age of the singer. Male roles had higher mean Leq 
and lower MF0 than female roles. The F0 distribution 
of singing, expressed in semitones, was wider than that 
of stage speech for female singers and narrower for 
male singers. There was not much difference in F0 
concentration between singers while singing. The 
female singers showed smaller SDF0 than male singers 
in stage speech. With regard to the ages of the 
characters, younger female personages showed higher 
Leq while older male personages had higher Leq. The 
roles performed with higher Leq tended to be sung at a 
lower MF0. 
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Long-Term-Average Spectrum Characteristics of Kunqu 
Opera Singers’ Speaking, Singing and Stage Speech1 

 
Li Dong, Jiangping Kong, Johan Sundberg 

 
Abstract: Long-term-average spectra (LTAS) characteristics were analyzed for ten Kunqu Opera singers, two in 
each of five roles. Each singer performed singing, stage speech and conversational speech. Differences between the 
roles and between their performances of these three conditions are examined. After compensating for Leq 
difference LTAS characteristics still differ between the roles but are similar for the three conditions, especially for 
Colorful Face (CF) and Old Man roles and especially between speaking and singing. The curves show no evidence 
of a singer’s formant cluster peak, but the CF role demonstrates a speaker’s formant peak near 3 kHz. The LTAS 
characteristics deviate markedly from non-singers’ standard conversational speech as well as from those of western 
opera singing. 
Key words: LTAS, Kunqu Opera, condition, role, speaker’s formant, singer’s formant cluster 

 
 

                                                             
1 Logopedics Phoniatrics Vocology. 

Introduction 
The voice timbres of Kunqu Opera singers are 
supposed to mirror the ages, characters and identities 
of the respective roles, which have been described 
elsewhere [1]. In our previous investigations, Kunqu 
Opera singers’ stage speech, singing and 
conversational speech were found to differ with regard 
to equivalent sound level (Leq) and fundamental 
frequency (F0) [1]. These parameters were somewhat 
higher for stage speech than for singing, and both were 
significantly higher than for conversational speech. 
They also differed between roles. However, Leq and 
F0 differences would not be enough for describing all 
relevant acoustic characteristics of the specific voices 
of the different Kunqu Opera roles. Also spectrum 
differences would be important. Already Leq 
differences are typically accompanied by frequency 
dependent effects on the voice source spectrum [2-5]. 
Furthermore, at high F0 singers may vary the formant 
frequencies and the distances between them [6-8]. This 
affects the levels of formant peaks in the spectrum and 
hence also the voice timbre. Therefore, an exhaustive 
description of the vocal style of Kunqu Opera singing 
needs to analyze also spectrum characteristics.  

Long-term-average spectrum (LTAS) is an effective 
tool for voice analysis. It represents the overall spectral 
characteristics of a voice and typically stabilizes after 
30-40 seconds of running speech [9-14] and singing 
[15-18]. The LTAS contour reflects both the voice 
source and the vocal tract resonance characteristics. In 
singing as well as in speech an LTAS typically shows a 
peak near 0.5 kHz. The reason is that F1 is frequently 
located in this range. Classically trained western 
singers, such as bass, baritone, and tenor singers, 
typically display another pronounced peak in the high 
frequency part of an LTAS, between about 2.5 and 3.3 
kHz [8, 15]. This peak has been referred to as the 
singer’s formant cluster and has been explained as the 
result of clustering formants 3, 4 and 5 [15]. For 
professional voice users, such as actors and country 
singers, a prominent peak often occurs at a slightly 
higher frequency, near 3.5 kHz. It has been called the 
speaker’s formant [12-14, 19]. It has been explained as 
the result of the closeness of F3 and F4 [14]. 
Both the singer’s formant and the speaker’s formant 
have been explained as the consequences of a 
reduction of the frequency distance between higher 
formants. Acoustic theory of voice production [7] 
predicts that the levels of two formants generally 
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increase by 6 dB each if the distance between them is 
halved. Likewise, vowels with a high first formant, 
such as /a/, or a high second formant, such as /i/, have 
strong singer’s formants, and vice versa. Formant 
frequencies are determined by vocal tract shape. For 
example, the singer’s formant is highly dependent on 
the physiological configuration of the vocal tract, 
particularly the shape of the larynx tube and the area 
ratio between the larynx tube opening and the 
pharyngeal tube at the level of this opening [15]. 
The amplitudes and frequencies of the LTAS peaks just 
mentioned are influenced also by voice source. The 
amplitudes of the voice source partials depend mainly 
on the maximum flow declination rate which occurs 
during the closing of the vocal folds [7]. If the rate is 
slow, the amplitude of the partials in high frequency 
will be low, and vice versa. The type of closure also 
influences the amplitude of the partials. For example, 
in “breathy” phonation, in which the vocal folds fail to 
close the glottis completely, the amplitudes of the 
upper partials are decreased, which reduces the 
prominence of the singer’s formant.  
In this investigation, voice characteristics of Kunqu 
Opera performers of five traditional roles Young girl 
(YG), Young woman (YW), Young man (YM), 

Colorful face (CF), and Old man (OM) are analyzed in 
terms of LTAS. The aim was to investigate 1) whether 
the LTAS of Kunqu Opera singers are similar in 
speaking, singing and stage speech; 2) whether the 
Kunqu Opera singers demonstrate a singer’s formant 
or speaker’s formant LTAS peaks. Comparisons of 
LTAS of classically trained western singers and normal 
speakers and those of Kunqu Opera singers are made 
to illustrate the differences. 

Method 
Four female and six male professional performers of 
Kunqu Opera used in our previous study [1] were 
subjects also for the experiment, see Table I. The 
singers were told to sing 3 to 4 songs just as on stage. 
The total duration of the songs, which differed in 
emotional color, was 6-18 minutes. The singers also 
recited a section of stage speech, which lasted for 1-3 
minutes. In addition, all singers read, in modal voice, 
the lyrics of the recorded songs. This reading took 
between 2 and 3.5 minutes. The language differed from 
Mandarin Chinese but was identical with what they 
used in their roles on stage, which actually corresponds 
to ancient Chinese in Ming Dynasty. 

Table I. Information of ten performers 

 
 
YG singer 2 and OM singer 2, who work at the 
Northern Kunqu Opera Theater, were recorded in an 
anechoic room, about 3.6x2.6x2.2 m. The other singers, 
who are performers of the Kunqu Opera Theater of 

Jiangsu Province, had to be recorded in a quiet living 
room, about 3.5x5x3 m, the background noise is 35 
dB(A) and the reverberation time is about 0.3 s. 
Although the room acoustic was quite different from a 
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typical Kunqu Opera stage, none of these highly 
experienced singers complained about difficulties to 
control their voices. A Sony Electret Condenser 
Microphone, placed off axis at a measured distance 
that varied between 15 and 21 cm for the different 
singers, was used to record the audio signals (critical 
distance of the room was about 75 cm). The signals 
were digitized on 16 bits at a sampling frequency of 20 
kHz and recorded on single channel wav files into 
ML880 PowerLab system. Sound pressure level (SPL) 
calibration was carried out by recording a 1 kHz tone, 
the SPL of which was measured at the recording 
microphone by means of a TES-52 Sound Level Meter 
(TES Electrical Electronic Corp., Taiwan, ROC) and 
then announced in the recording file together with 
respective microphone distance. All sound level data 
were normalized to 30 cm. 
The LTAS analysis of the wav files was accomplished 
using the WaveSurfer software (1.8.8p3). The FFT 
window length was set to 128-point, the bandwidths of 
the analysis filters to 303 Hz and the frequency range 
to 0-10 kHz. After eliminating pauses longer than 10 
ms from the recordings, LTAS were computed for each 
singer’s entire recording in each condition. The 
recordings of singing were long and those of reading 
lyrics and of stage speech was rather short (1-3 
minutes). Therefore, for each singer, LTAS was 
computed for each 40s long section of the recordings 
of singing so as to allow analysis of variation. Since 
the main sound energy appeared in the frequency range 
0-5 kHz, the analysis was limited to this range. The 
curves for speaking and stage speech were adjusted so 
as compensate for Leq differences. This compensation 
was realized by multiplying the level values by the 
LTAS mean gain factors reported in previous research 
for different frequency bands [1, 5]. The gain factor 
increases with frequency in the low frequency range, 
keeps stable in the middle range (from 1.3 to 3 kHz) at 
1.4 for male singers and at 1.6 for female singers, and 

decreases in the high frequency range. For instance, to 
compensate an Leq difference of 10 dB between two 
voice samples of a male singer, the LTAS level of the 
voice with lower Leq is increased by 10*1.0 = 10 dB 
in the 500 Hz frequency band, while the LTAS level in 
the 3000 Hz frequency band is increased by 10*1.4 = 
14 dB. To obtain a quantitative measure of LTAS 
similarity, correlations (linear regression) were 
calculated between pairs of LTAS curves, using SPSS 
18.  
F0 was extracted using the WaveSurfer software. The 
extraction method was ESPS (Entropic Speech 
Processing System), using the algorithm of ACF (Auto 
Correlate Function); F0 was limited from 60 to 900 Hz; 
the analysis window length was 0.0075 s; and the 
frame interval was 0.01 s. The description statistics 
were accomplished using SPSS.  

Results 
After the LTAS had been compensated for Leq 
differences [1, 5], the differences between them for the 
three conditions were substantially diminished, 
especially for the CF and OM roles, see Figure 1. The 
LTAS curves for the three different conditions differ in 
a similar way for the two singers of the same role. For 
the female singers stage speech showed considerably 
less energy in the low frequency range, up to about 0.6 
kHz. This would depend on their elevated F0 range. 
On the other hand, for the CF and OM roles, the LTAS 
curves of all three conditions are quite alike. For YG, 
YW and YM roles, the maximum peak in stage speech 
is located near or somewhat higher than in singing, and 
the peak is also narrower. The stage speech curve 
exhibits several peaks. Their center frequencies are 
close to harmonic. For example, for YG1, the center 
frequencies of the second, third, fourth and fifth peaks 
of the stage speech appear at 1.8, 2.4, 3.1 and 4.2 kHz, 
i.e., close to 3, 4, 5 and 7 times 600 Hz. 

 
Figure 1. LTAS curves for lyrics reading, singing and stage speech (R, SI and ST, respectively). The 
horizontal lines correspond to the separation of the first and third quartiles of the F0 distribution 
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Pairwise LTAS comparisons of conditions are listed in 
Table II by means of the linear regression. After the 
compensation for Leq differences, the data show 
higher correlations than the original data, especially 
between reading and singing and between reading and 
stage speech. This suggests that Leq variation was an 
important reason for the differences between three 
conditions. With regard to the correlations between the 

compensated data, all of them were significant, and for 
most singers, Reading lyrics and Stage speech showed 
the lowest similarity; the spectrum level of Reading 
lyrics and Singing were highly correlated (R2 > 0.9 in 
8 of the 10 singers). Thus the LTAS curves of Kunqu 
Opera singers’ singing and conversational speech show 
high similarity.  

 
Table II. Correlations between three conditions for ten singers before and after compensation of the Leq 
differences (Original and Compensated, respectively) [5]. All regressions are significant 

 

 
The voice timbres differ between roles [1] and LTAS 
curves can reflect the voice timbre. Thus, it also seems 
relevant to examine how the LTAS differ between the 
roles. Although in the present study no more than two 
representatives of each role were analyzed, the average 
LTAS for a role seems worthwhile to study. It should 
be born in mind that our subjects were professional 
representatives of the respective roles and hence their 
voice must contain typical characteristics of that role. 
Furthermore, such an average LTAS will reduce the 
salience of individual characteristics. For example, of 
the two OM singers, one showed a marked peak near 
3000Hz, while the other did not, so this peak is rather 
weak in the average LTAS. On the other hand a marked 
peak appeared in this frequency range in both CF 
singers’ LTAS, so it became prominent in the average 
LTAS, thus suggesting that this may be a typical 

property of this role.  
The left and right panels of Figure 2 show the average 
LTAS for each of the roles for singing and stage speech. 
All roles display a main peak between 0.7 and 1.1 kHz; 
for the CF and OM roles it appears at somewhat higher 
frequencies than for the other roles, for both singing 
and stage speech. The curves differ in steepness in the 
octave above the main peak. In singing it is more than 
16 dB/oct for the CF and OM roles and much less for 
the three young roles, no more than 4 dB/oct for the 
YW role. In stage speech the spectrum slope in this 
octave is 8 dB/oct for the YM role, 12 dB/oct for the 
YG, YW and CF roles, and 17 dB/oct for OM roles. A 
second peak can be observed at 3 kHz. It is particularly 
marked for the CF role and the stage speech of YM 
role. 
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Figure 2. Mean value of the LTAS data of the two singers in the same role 

 
 
To see the LTAS characteristics of Kunqu Opera 
singers’ singing and stage speech, it is relevant to 
compare their LTAS with that of standard 
conversational speech, which has been reported in a 
previous study [5]. Figure 3 shows how the Kunqu 
Opera singers’ LTAS curves deviate from this 
reference. For both singing and stage speech, the LTAS 
level around 1 kHz is higher than the reference. This 
applies to all roles. In the female roles’ singing, the 

LTAS level between 1 and 2 kHz is much stronger than 
the reference. A marked valley occurred in the vicinity 
of 2 kHz for OM and CF roles. Between 1.5 and 4.5 
kHz, there are between one and three peaks for most 
singers. The CF shows a positive deviation from the 
reference between 2.5 and 4.5 kHz and for the YM role 
a peak, particularly marked for stage speech, can be 
seen around 4 kHz. Less clear peaks can be observed 
near 3 kHz for YG role, YW role and YM role. 

 
Figure 3. Differences between the LTAS of singing, stage speech of Kunqu Opera singers and standard 
conversational speech [5]. The LTAS of standard conversational speech was compensated for the Leq 
difference for the different singers 

 
 
Figure 4 compares the LTAS curves of different Kunqu Opera singers with those of comparable western opera 
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singers [8], using similarity in pitch range as criterion: 
alto for YGSI, YGST, YWSI and YWST, baritone for 
CFSI, CFST, OMSI, OMST and YMSI, tenor for 
YMST. In both singing and stage speech, the main 
peak of Kunqu Opera singers’ LTAS curves appears at 
higher frequency than for the western opera singers 
and the LTAS level below the main peak frequency is 
clearly lower. However, this may be because the LTAS 
curves of the western opera singers were derived from 
commercial recordings which were accompanied by an 
orchestra. In the female roles’ singing, the LTAS level 
between 1 and 2 kHz is much stronger than in the case 
of western altos. The female Kunqu Opera singers and 

the western altos both display an LTAS peak near 3 
kHz, which is somewhat higher in frequency and less 
marked in the Kunqu Opera singer voices. The LTAS 
curves of the CF role show a peak similar to that of 
western baritone singer’s formant cluster, even though 
its center frequency is higher. Its level is comparable 
for stage speech but clearly weaker in singing. The 
LTAS curves of OM role’s singing and stage speech 
and YM role’s singing show no obvious peak in this 
frequency range. In YM role s stage speech, two small 
peaks present between 2 and 3 kHz, while western 
tenor singer’s formant cluster appears at higher 
frequency and is more marked. 

 
Figure 4. LTAS of singing, stage speech of YG, YW, CF, OM and YM roles and singing of western opera 
singers. SI: Singing, ST: stage speech 

 
 
The standard deviations associated with the LTAS 
curves for the ten subjects’ singing are shown in Figure 
5. This standard deviation, henceforth SDLTAS, varies 
considerably between roles and singers. It is 
particularly wide for YW2 and particularly narrow for 
the OM and CF roles. For the female roles, the 
SDLTAS between 1 and 2.5 kHz is similar to the 
difference between their LTAS for singing and the 
LTAS for standard conversational speech, see Figure 3. 
This indicates that for these voices the LTAS curves 
vary considerably depending on what segment is 
chosen for analysis.  

The SDLTAS in the frequency range of the singer’s 
formant cluster is relevant for determining whether or 
not a voice possesses a singer’s formant cluster; a low 
SDLTAS would imply that the spectrum level in the 
corresponding frequency range shows a small variation. 
In the case of the CF role, particularly in the case of 
singer 2, the SDLTAS is quite narrow in the frequency 
range of the singer’s formant cluster. This means that 
these singers tended to mostly produce strong partials 
in this frequency region. The three young roles, 
especially YW 2 and YM 2, show large values of 
SDLTAS near 3 kHz. 

 
Figure 5. LTAS curves and standard deviations of the different singers’ singing 
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Traditional Kunqu opera singing is performed without 
sound amplification and typically accompanied by a 
solo Kun bamboo flute. The singer’s formant cluster in 
western operatic singing seems to have been developed 
in response to the sound quality of western orchestra, 
enhancing partials in a frequency range where the 
competition with the accompaniment is moderate. It is 
then relevant to ask if a similar relationship exists 
between the timbral quality in Kunqu opera singing 

and the Kun bamboo flute. Figure 6 shows LTAS 
curves, measured over several minutes of playing of 
the Kun bamboo flute for two types of music, “south 
song” and “north song”. Both demonstrate three peaks 
below 5 kHz. The main peak appears in the low 
frequency range, near 700 and 1200 Hz. Both show 
secondary peaks between 2 and 3 kHz and between 4 
and 5 kHz. 

 
Figure 6. LTAS of Kun bamboo flute 

 

 

Discussion 
LTAS curves of most Kunqu Opera singers show one 
or more peaks in the high frequency range. Clear peaks 
in an LTAS curve may reflect either of three conditions 
or combinations of them: (i) stable formants 
frequencies; (ii) narrow formant bandwidths; (iii) 
partials in the corresponding frequency region. Since 
the frequencies of the higher formants are rather 
constant, the first condition is mostly met. Regarding 
the second condition, a long closed phase will make 
the bandwidths narrow, and with respect to the third, a 
high F0 implies wide separation of spectrum partials, 
so that the peaks at high frequencies may reflect both 
harmonic partials and formants. Conversely, an LTAS 
peak will be a sign of a stable formant when the F0 
average is low or when the variation of F0 is great. 
Compared with CF role, YG, YW and YM roles, who 
all sing in a high F0 range, showed lower spectrum 
level at high frequencies. This may be a combined 

effect of formants and partials.  
A tendency to cluster two formants will result in a peak 
at the center frequency of the cluster surrounded by 
valleys. The singer’s formant is produced by clustering 
F3, F4 and F5 and the centre frequency of the peak 
appears between 2.5 and 3.3 kHz, depending on the 
voice classification. According to Bele [14], the 
speaker’s formant is produced by lowering of F4 such 
that it approaches F3, and the center frequency is 
between 3.15 and 3.7 kHz. Both CF singers and one of 
the OM role singers show peaks near 3 kHz 
surrounded by valleys, while the other singers do not. 
The peak has wider bandwidth and lower level than the 
singer’s formant in western baritones’ LTAS. Thus, it is 
not comparable to the singer’s formant cluster but 
similar to the speaker’s formant. 
Formant frequencies affect the shape of the LTAS 
curve, as mentioned. For Kunqu Opera singers, F2 in 
low vowels, e.g., /a/ and / /, produce a strong spectrum 
peak which tends to extend the main peak up to 2 kHz.  
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By contrast, the center frequency of the main LTAS 
peak in previously published studies of conversational 
speech and of western opera singing is typically 
located in a lower frequency range, about 500 Hz. In 
Kunqu Opera singer’s front vowels F2 in singing is up 
to 2.5 kHz and close to F3. This will raise the level of 
the second marked LTAS peak and form a valley 
between the main peak and the second peak, as in the 
case of the CF singers, see Figure 1.  
There may be several reasons for the absence of the 
singer's formant cluster in Kunqu Opera. (i) The 
presence of a singer’s formant cluster reduces the 
differences between vowels, and text intelligibility 
may be particularly important in Kunqu Opera. (ii) The 
singer’s formant cluster boosts the sound of the 
singer’s voice so it can be heard over an accompanying 
orchestra. However, Kun bamboo flute, which is the 
most common accompaniment for Kunqu Opera, 
shows a peak in the frequency range of the singer’s 
formant cluster, see Figure 6. Thus, it has an LTAS 
curve totally different from that of a western opera 
orchestra, which shows a rather low level around 3 
kHz. Hence, a speaker’s formant would be more 
effective than the singer’s formant cluster to boost the 
singer’s voice. For female roles, which show lower 
Leq than the male roles, the LTAS levels between 1.5 
and 2 kHz are higher than that of the bamboo flute. 
This may help the female roles to cut through the 
sound of bamboo flute. 
Conclusion 
LTAS characteristics of Kunqu opera performers of the 
roles YG, YW, YM, CF, and OM were found to differ 
between the roles. CF role demonstrated a speaker’s 
formant peak in their LTAS curves. In singing the 
LTAS curves for the performers of the three young 
roles showed a great variability near 3 kHz between 
consecutive parts of the song, as reflected in terms of 
large values of SDLTAS. This implies a great variation 
of voice timbre and/or vocal loudness. None of the 
roles showed a singer’s formant cluster. For all roles 
the main LTAS peak showed wider bandwidth and 
appeared at a higher frequency in singing and stage 
speech than in non-singers’ standard conversational 
speech. The singers’ conversational speech differed 

considerably from their singing and stage speech, but 
the substantially lower Leq seemed to be an important 
reason for this difference. Thus, after compensating the 
LTAS curves for this difference, the characteristics of 
conversational speech, singing and stage speech 
became strikingly similar, particularly for the CF and 
OM roles. For all roles the similarity was particularly 
high between conversational speech and singing. 
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VAT Measurement of Amdo Tibetan Plosives 
 

Sangta , Phonetics Lab of Peking University, Bejing, China, 100871 

 
Abstract: By measuring the VAT of Amdo Tibetan plosives, there are “hard”, “comfortable”, and “soft” onset, corresponding to 

voiced, unaspirated voiceless and aspirated voiceless with voiced plosives respectively.  “Hard” voice has negative value with a large 

number. “Comfortable” voice has VAT value distributed around zero; “Soft” voice has positive VAT value. The voiced plosives are the 

‘hardest’ since there is a stronger airflow need to be built up before producing a voiced plosive. Parts of the VAT of voiced plosives are 

“soft”, of which the VAT is positive. The initiation of SP (sound pressure) and EGG (electroglottograph) of the unaspirated voiceless 

plosives are almost simultaneous(VAT is around zero both positive and negative), while the SP precedes EGG when producing 

aspirated voiceless since the stronger airflow of aspiration oscillated the vocal fords before the adduction of the vocal fords. There is 

no correlation with VAT to the place of articulation of the plosives.  

Keywords: Voice Attack Time (VAT), Tibetan Amdo plosives, phonation   
 

Introductions 
Vocal Attack Time (VAT) is the time lag between the 
growth of the sound pressure signal and the 
development of physical contact of vocal folds at vocal 
initiation (Baken et al, 1998). Amdo Tibetan plosives 
contrast in voicing. Voiceless plosives contrast in 
aspiration.  The voiced plosives could be 
pre-nasalized. The purpose of this measurement is to 
find out how those different articulation correlates to 
the VAT values. If it’s positive, the SP (sound pressure) 
precedes physical contact of vocal folds, measured by 
EGG (electroglottograph) signal, and it’s ‘soft’ onset; 
if it’s negative, physical contact of vocal folds is made 

before SP signal, it’s then “hard” onset. Simultaneously, 
the relationship between the place of articulation and 
the VAT is observed as well.   

Methods 
1. Stimuli 
Five groups of stimulus syllables were constructed for 
the plosive initials: simple voiced plosives, 
pre-nasalized plosives, simple aspirated plosives, 
unaspirated voiceless plosives and complex voiceless 
plosives.  Each group contains at least 40 stimulus 
syllables.  Within each group, only the rhymes of the 
syllables are different. Detailed is shown in the table 1. 
 

 
Table 1: The categorization of the stimuli 

 
2.Subjects 
The data is obtained from a 29 years old healthy Amdo 
Tibetan Speaker who hadn’t had any history of 

previous or current voice, speech, language, or hearing 
problems.   
3.Instrumentation 
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The SP was recorded using SONY ECM-44B 
microphone at a sampling rate of 44.1kHz and a 
resolution of 16 bits. The EGG data was collected by 
using Real-Time EGG Analysis (Model 5138) 
produced by Kay PENTAX.   
4.Procedure 
Both SP and EGG data were collected in the recording 
room of the linguistic lab at Peking University. VAT 
value was computed from the time lag of the 
cross-correlation function using a fully automated 
process accompanied by operator validation (Robert F. 

Orlikoff, et al, 2007). Observing the VAT validation by 
looking at the FOM(Figure of Merit) and disregarding 
the VAT value when the corresponding FOM is under 
0.75.  Observing the VAT value from the perspective 
of the linguist distinction thus categorizing the plosives 
based on the VAT.    

Result and Discussions 
The summary VAT date, FOM and F0 are shown in the 
table 2.  

 
Table 2: VAT values (mean VAT with its standard deviation, intervals and the median), FOM(mean FOM with its standard 

deviation and the median) , and F0(mean F0 and the median) of the plosives 

 
1. VAT of unaspirated plosives. 
The FOM of all of the 146 tokens is above 0.96 except 
one is 0.791, whose corresponding VAT value is 
disregarded. 
Unaspirated plosives initials can be divided into 
simplex and complex as mentioned above. From table 
2, we can see that the VAT intervals of simplex and 
complex are overlapped; the difference of the mean 
and median of VAT is slight, so there is no significant 
difference between them. This is clarified from figure 
1 that you can’t separate the tokens by VAT value. 
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Figure 1: VAT of simple plosives and prefixed plosives 

As a result, we observe the VAT of both groups 
together. Thus we can say that the VAT of unaspirated 
voiceless plosives is ranging from -6.49 milliseconds 
(ms) to 5.28ms, and its median is -0.08ms.  This 
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means that the SP and EGG almost started at the same 
time for unaspirated plosives. We refer this type voice 
onset ‘comfortable’ voice.  
2. VAT of aspirated plosives.  
The VAT value of the aspirated plosives ranges from 
-1.7ms to 68.7ms (The confident interval is from 
-1.68ms to 30.11ms), among which 87% is distributed 
under 10ms. This is mostly overlapped with 
‘comfortable’ voice (proposed by R.J.Baken et 
al,2007), which is ranging from-1.4 to 9.6ms. However, 
24% of the tokens are overlapped with of ‘breathy’ 
voice (proposed by R.J.Baken et al,2007), which is 
ranging from 7.6 to 38.0ms. Anyway, we refer this type 
of onset as ‘soft’ voice. When comparing with the 
unaspirated plosives, the VAT of the aspirated plosives 
is much longer as figure 2 shows.  
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  Figure 2: VAT of unaspirated and aspirated plosives 

So the aspirated plosives have a more “soft” onset than 
the unaspirated plosives. The initiation of SP and EGG 
of the unaspirated voiceless plosives are almost 
simultaneous, while the SP precedes EGG when 
producing aspirated voiceless since the stronger 
airflow of aspiration oscillated the vocal fords before 
the full adduction of the vocal fords.  
3. VAT of the Voiced plosives.  
As mentioned above the voiced plosives can be 
categorized into simplex and nasalized. As you can see 
from table 1, there is not significance difference on the 
VAT values whether if it’s nasalized. 
The VAT of the voiced plosive is very complicated. 
The FOM is the poorest when comparing with it of the 
voiceless. There are 122 tokens totally.  20% of the 
tokens are under the 0.75 in FOM, so only those above 
0.75 of FOM are used.  The median of FOM is 
smaller than those of voiceless. The standard 

derivation is higher than those of voiceless as well. All 
those numbers indicate that the VAT value is not as 
validate as those of voiceless. 
Regard the VAT value, it range from -179.96 to 
17.53ms. The standard derivation is even close to the 
mean of the VAT, which means that discrete degree is 
very high as shown in the figure 3. 
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            Figure 3: VAT of voice plosives 

However, you can see from Figure 3 that the VAT of 
voiced plosives is distributed in two areas: One is 
around -150ms and the other is around zero. The latter 
happen to be overlapped with VAT of aspirated 
voiceless plosives as figure 4 shows. The reason could 
be that the voiced is starting to become devoice but it’s 
not for sure at this stage. 
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     Figure 4: VAT of aspirated and Voiced plosives 

So the onset of voiced plosives is separated in two 
extremes in the system: extremely “hard”, meaning 
EGG Signal precedes SP Signal, and extremely “soft”, 
meaning SP signal precede EGG signal. The exact 
reason of this separation is unknown, but we can sure 
there is complication of the phonation type when 
producing voiced plosives.  
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Regarding the negative value of VAT, the VAT value is 
very large, which means that EGG precedes SP, and 
the adduction of EGG last for a longer time. A stronger 
airflow is needed before producing a voiced plosive. 
Ron Baken pointed out that the negative VAT can all 
be canceled to zero, which is just qualitative. However, 
we can still separate those negative VATs based on the 
different types of plosives.  Though unaspirated 
voiceless plosives also have negative VAT which are 
distributed near zero, it’s still separated from the 
negative VAT of voiced distributed around -150.  It is 
more than enough for linguistic purpose. Their actual 
value is not crucial here as we can separate them.  

Conclusion 
Based on the previous discussion, we can conclude that 
Amdo Tibetan plosives have different onset types, 
namely soft, comfortable and hard. Soft voice 
corresponds to aspirated and voiced plosives. 
Comfortable voice corresponds to unaspirated plosives 
while hard voice corresponds to voiced plosives. Soft 
voice has positive VAT. Comfortable voice has the 
VAT distributed around 0(both negative and positive). 
Hard voice has negative values around -150ms. The 
VAT pattern of Amdo Tibetan plosives is shown in 
figure 5. 
 

Figure 5: VAT pattern of Amdo Tibetan Plosives  

The prefixal consonants of both the voiced plosives 
and voiceless plosives don’t have any influence on the 
VAT value and there is no correlation between the VAT 
value and the places of articulation either. This 
experiment has only looked into the measurement of 
male speaker. The VAT value should be different for 
females, but we are looking at it from linguistic 

perspectives, so the pattern should be the same for 
females as well.     
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九

音位負擔量計量研究–

以藏緬語為例
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1. 引言

隨着人們利用基因研究人類演化的進展，已有比較充分的證據說明人類起源

於非洲。如果這個結論正確，目前世界上說不同語言的民族就具有同一個祖先。

從這個角度看，人類語言的演化經歷了相同的時間和同樣的演化路線，因此可以

提出一個問題，語言的本質和演化的本質是甚麼？

從古人類學的研究成果看，相對於人類生理的進化，語言形成和演化的時間

要短得多。雖然從目前古人類學的研究成果看還很難確定語言產生的時間，但現

代言語科學技術的進步，利用古人類化石經過聲道復原，最終合成出語音已經成

為可能。因而，怎樣從語言學的角度利用現代活的語言來研究語言進化和演變的

基本性質則是語言學家面對的重要課題。

鄭錦全先生的「詞涯八千」（鄭錦全 1999，2006）很巧妙地證明了人類掌握一

種語言的基本能力。如果排除掉 5000年文字的影響，現在比較封閉的社會中，語

音的音位通常有幾十個，基本語素在 800到 1,000左右，常用詞彙在 3,000左右，

基本句法結構在 200左右。然而人類的發音器官能發出 1,000至 2,000個能用於語

言音位的音素，但人類每種語言只選了幾十個能區別語義的音位，這說明了人類

大腦目前處理語言音位的能力和水準。因此怎樣從音位數量、音位結構、音位負

擔量研究人類大腦中語言的本質是本文的出發點。
 

第 75 页，共 97 页



122

大江東去—王士元教授80歲賀壽文集

在語音功能負擔量的研究方面，可以追溯到早期的布拉格學派時期，當時

主要注重於音位學的二元對立。50年代的研究主要有霍凱特(Hockett 1951，1955)

的研究和格林柏格(Greenberg 1959)的研究。霍凱特認為，功能負擔的重要性在於

它對描寫音韻系統有重要的價值，從而使人們可以有一個尺度來認識語言資訊、

語言冗餘度和言語識別。格林柏格認為，功能負擔以通用的方式反映了一組音位

或一組對立特徵各成員之間的對有區別意義信號的貢獻。在 60年代，主要有赫

厄希斯瓦爾德（Hoenigswald 1960）關於功能負擔和音變的研究，他認為功能負擔

和語言的音變有關，並提出了一個假說，即是在一種語言裏，如果一種對立用的

很少，它的消失對系統造成的危害要小於功能負擔大的對立。京‧羅伯特（King  

1965）將音變和功能負擔一同進行研究，並着重研究了音位功能和語音音變的關

係，但他發現在日爾曼語中功能負擔和歷史音變的關係不大。

在 60年代，王士元教授有兩篇重要的論文（王士元 1960，1967）。第一篇針

對美國英語輔音出現頻率的統計差異進行了研究，研究結果表明美國英語輔音的

頻率受文獻風格、方言差異和樣本數量的影響不大。其差異主要是來自於不同的

統計詞表和版本。第二篇是關於「音位功能信息量」研究的經典文章，論文首先

討論了音位功能負擔的概念，在前人研究的基礎上，王士元先生首次實現了功能

負擔的計算和指出了計量功能負擔的困難，並給出了解決這些困難的方法。首先

他討論了音位系統中常見的三種分佈、霍凱特與格林柏格的測量方法以及這些方

法和香農（Shannon 1948，1951）的通信理論及各種語言學概念的關係。其次在這

些背景知識的基礎上，王士元教授討論了功能負擔計量必須滿足的五個條件。最

後他系統地發展了四種計量功能負擔的方法。另外，王士元先生還指出：「音變

嚴重受到其他許多因素的影響，如音位之間語音的相似度和語言的接觸等，但正

如許多歷史語言學家相信的那樣，如果功能負擔在音變中確實起作用的話，那麼

用量化的解釋至少可以從一個方面闡明音變這一難題」。關於音位系統的分佈，

王士元教授指出：「對任意一個語音序列，有三種相互關聯的分佈，即相似性分

佈、交叉性分佈和互補性分佈。當語音序列中每一個音位的排列都共有一組相同

的環境時，它就處於相似性分佈中；當音位的排列共有一些相同的環境，而不是

所有的環境時，該序列處於交叉性分佈中；當音位排列沒有任何共有環境時，該

序列處於互補性分佈中」。王士元教授的研究為後來功能負擔的研究建立了一個

理論上的基本框架。實際上現代語音辨識技術中常用的雙音子和三音子的概念就

起源於音位功能負擔量的研究。
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2. 音位負擔量的研究方法

過去對音位負擔量的研究主要是通過大文本的計算，由於世界上大多數語言

沒有文字，因此，研究只能在個別有文字的語言中進行，這無疑限制了這一領域

的發展。根據多年的研究，發展出一種基於基本語素計算詞音位負擔量的方法，

從而可以對每一種語言進行音位信息量和音位結構的計算。本文以藏緬語為例，

介紹基於小詞彙量的音位負擔量、信息量和結構的基本計算方法，同時從音位負

擔量角度討論藏緬語語位元結構、音位負擔量及其演變的本質。

「音位負擔」定義為：一種語言音位系統內部音位結構、音位分佈和音位功

能負擔，稱為「音位結構功能負擔（phoneme structural functional load）」，簡稱「音

位負擔」（phoneme load）。語言音位系統內部音位結構、音位分佈和音位功能負擔

研究稱為「音位結構功能負擔研究」，簡稱「音位負擔研究」。「音位負擔研究」主

要是以一種語言基本語素的內部音位結構、音位分佈和音位功能負擔」為研究物

件。而「言語功能負擔（functional load）研究」是以一種語言的實際文本為基礎的

音位功能負擔研究，兩者有本質的區分。在本研究中只用單音節語素，主要是單

音節詞。計算採用聲、韻和調為基本音位單位。 

在音位負擔的定義上，筆者將兩個單音節語素定位為一個語言的資訊單位，

一個資訊單位有幾個不同的音位來負擔。如果由一個音位來區別這兩個語素，這

個資訊單位就負載在這個音位上，如果是由多個音位來區別，詞信息量就負載在

多個音位上。

為了能對計算方法進行清楚地說明，筆者對計算中提出的概念進行詳細解

釋。一，字目：每一個字稱為一個字目；二，對立：不同音節稱為音節對立，可

體現在兩個音節的聲母對立、韻母對立和聲調對立。三，音節資訊單位：在封閉

空間內，一個音節同音字的個數為這個音節的資訊單位。四，語言資訊單位：一

個字目承載一個語言資訊單位。

在漢藏語系語言中，基本語素大多是單音節，每個音節均由聲母和韻母或聲

母、韻母和聲調組成。以漢語為例，音節和音節之間的對立總共有八種類型，其

中「三項對立」一種，「二項對立」三種，「單項對立」三種，「無對立」一種，這

形成了漢語普通話音位元系統結構和分佈的基本形式和框架，見表9.1。

「三項對立」是指兩個單音節語素之間聲韻調都不同；「兩項對立」是指兩

個單音節語素之間只有兩個音位單位不同，即聲韻不同或聲調不同或韻調不同；

「單項對立」是指兩個單音節語素之間只有一個音位單位不同，即聲母不同或韻

第 77 页，共 97 页



124

大江東去—王士元教授80歲賀壽文集

母不同或聲調不同；「無對立」是指兩個單音節語素之間沒有音位單位不同，即

同音詞。根據以上的基本定義，以彝語喜德話為例，選了 6個單音節詞和其相關

資料，見表 9.2。

表 9.2中第一列是序號，第二列是漢義，第三列是國際音標，第四列是聲母

的國際音標，第五列是韻母的國際音標，第六列是聲調的調值。從表 9.2可以看

出，聲調有 3種，聲母有 5種，韻母有 3種。

表9.1　漢語普通話音位對立類型

對立類型 對立方式

三項對立 聲/韻/調對立

兩項對立 聲/韻對立 聲/調對立 韻/調對立

單項對立 聲母對立 韻母對立 聲調對立

無對立 聲/韻/調相同

表9.2　喜德彝語例詞表

序號 漢義 彝（喜德） 聲母 韻母 聲調

1 天 mu33 m u 33
2 山 bo33 b o 33
3 肝 si21 s i 21
4 胃 hi55 h i 55
5 汗 ku21 k u 21
6 士兵 mo55 m o 55

在計算時取此表中的第一個詞，將其聲韻調分別和其他所有詞對比，如果是

最小對立對就得 1分，具體方法是：如果是聲母對立就給這個詞的聲母加 1分，

如果是韻母對立就給韻母加 1分，如果是聲調對立就給聲調加 1分，為了方便計

算，1分的數值是 6，這樣可以避免小數。表 9.3是這 6個詞聲韻調的分數，本文

將這種對立稱為「單項對立」。從表 9.3可以看出，在「單項對立」上，聲母的得分

較高，韻母和聲調較低。
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眾所周知，在語言的音位系統中冗餘度是普遍存在的，在詞彙這一層面往往

體現為「兩項對立」和「三項對立」。「兩項對立」本文定義為兩個詞之間，對立是

由聲母、韻母和聲調中的兩項來完成，如兩個詞是靠聲韻來完成對立就分別給聲

母和韻母各加二分之一分，其數值為 3；如果是由聲調兩項完成對立，就分別給

聲母和聲調各加二分之一分，其數值為 3；如果是由韻調兩項完成對立，就分別

給韻母和聲調各加二分之一分，其數值為 3；見表 9.4。從表 9.4可以看出，聲韻

對立的數值最大，聲調對立的數值比較小，韻調對立的數值最小。

表9.3　單項對立表

聲母對立 韻母對立 聲調對立

192 90 12
408 30 24
246 30 12
246 18 42
120 24 24
216 18 36

表9.4　聲韻調 「二項對立」 表

聲韻（聲） 聲韻（韻） 聲調（聲） 聲調（調） 韻調（韻） 韻調（調）

1161 1161 171 171 15 15
1077 1077 195 195 33 33
297 297 330 330 54 54
459 459 300 300 42 42
357 357 201 201 66 66
489 489 297 297 45 45

第三種情況是「三項對立」，即兩個詞之間聲韻調都不同，對比詞的聲韻調

各加三分之一分，其數值是 2。因此在「三項對立」中，聲韻調的得分完全相同，

見表 9.5。從表 9.5可以看出，6個詞條聲母、韻母和聲調的得分數值雖然有差

別，但每一詞條的數值是相同的。
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與表 9.4相比可以看出，「二項對立」的情況比較複雜，「單項對立」和「三項

對立」的情況比較簡單，為了更加清楚的查看結果，「二項對立」的六種情況合為

聲韻調三種情況，見表 9.6。從表 9.6可以看出，表中只有聲、韻和調 3列數值。

從具體的數值來看，聲母的得分數值最大，韻母次之，而聲調的得分數值最小。

因此可以得知，在「兩項對立」中，聲母的音位負擔最大，韻母的音位負擔次

之，而聲調的音位負擔最小。

表9.5　聲韻調 「三項對立」 表

聲韻調（聲） 聲韻調（韻） 聲韻調（調）

594 594 594
562 562 562
1044 1044 1044
948 948 948
1118 1118 1118
950 950 950

表9.6　聲韻調 「二項對立」 綜合表

二聲母總值 二韻母總值 二聲調總值

1332 1176 186
1272 1110 228
627 351 384
759 501 342
558 423 267
786 534 342

從彝語六個例詞八種類型的資料來看，「三項對立」的數值最大，其次是「兩

項對立」，最小是「單項對立」。從本文使用的藏緬語所有資料來看，情況也是如

此。從這分析結果可以看出，音位學中的對立原則在漢藏語以單音節和聲韻調為

基本語音和音位單位的語言中，實際上是以「三項對立」和「二項對立」為主，

「單項對立」的作用很小，並不是音位對立的主體。
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為了方便分析，表 9.7給出了聲母、韻母和聲調音位負擔量總數值，聲母為

11978、韻母為 9521和聲調為 7115。從這些數值可以看出彝語聲韻調的音位負擔

量是有差別的，而且聲母最大，聲調最小。這結果使筆者可以來研究整個藏緬語

聲韻調的音位負擔量，因而為定量評價藏緬語聲韻調各自的功能和類型研究奠定

了基礎，也開闢了定量分析不同語言音位系統和語言演化的新領域。2

3. 藏緬語的音位負擔量

根據以上對音位負擔量的定義和計算方法，筆者計算部分藏緬語的音位負擔

量，藏緬語的資料庫是根據《藏緬語族語言詞彙》（黃布凡 1992）建立，在本項

研究中只用了其中的單音節詞，由於每種語言的單音節數量不同，本文的計算結

果除了實際的數值外，還計算了聲韻調比值，這樣就可以對所有語言進行對比研

究，見表9.8。

表 9.8中第一列是序號，序號是根據聲調音位負擔量比值的大小排序而成，

為遞增排序；第二列是語言或某語言的方言名稱；第三列是聲母音位負擔量總

值；第四列是韻母音位負擔量總值；第五列是聲調音位負擔量總值；第六列是聲

韻調音位負擔量總值；第七列是聲母音位負擔量比值；第八列是韻母音位負擔量

比值；第九列式聲調音位負擔量比值。其中第三列至第六列的資料要處理詞彙的

總數才可使用在比較研究方面，不能簡單和單獨地使用。每種語言具體聲韻調音

位負擔量的研究結果將另文討論，本文主要討論藏緬語音位元負擔量的基本性

質。

表9.7　聲韻調音位負擔量總數表

聲母總值 韻母總值 聲調總值

2118 1860 792
2242 1702 814
1917 1425 1440
1953 1467 1332
1796 1565 1409
1952 1502 1328
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序號 方言點 聲母總值 韻母總值 聲調總值 聲韻調總值 聲母比例 韻母比例 聲調比例

1 嘉戎 122112 112248 0 234360 0.52 0.48 0.00
2 藏（夏河） 2157414 2043690 0 4201104 0.51 0.49 0.00
3 藏（書面

語）
2576946 2491050 0 5067996 0.51 0.49 0.00

4 羌 1686158 1668194 3020 3357372 0.50 0.50 0.00
5 藏（阿力

克）
1059990 1006410 2376 2068776 0.51 0.49 0.00

6 博嘎爾珞
巴

848218 904144 2278 1754640 0.48 0.52 0.00

7 墨脫門巴 2565864 2576694 1024866 6167424 0.42 0.42 0.17
8 獨龍 1150068 1160004 462984 2773056 0.41 0.42 0.17
9 義都珞巴 101120 89210 42794 233124 0.43 0.38 0.18
10 卻域 2460136 2368204 1208860 6037200 0.41 0.39 0.20
11 阿儂怒 87334 84742 45316 217392 0.40 0.39 0.21
12 彝（南華） 1630160 1564388 847544 4042092 0.40 0.39 0.21
13 彝（喜德） 1618072 1371046 827170 3816288 0.42 0.36 0.22
14 克倫 474610 465448 263122 1203180 0.39 0.39 0.22
15 貴瓊 371858 352190 202964 927012 0.40 0.38 0.22
16 仙島 1994042 2039090 1133312 5166444 0.39 0.39 0.22
17 阿昌 2517026 2583032 1440146 6540204 0.38 0.39 0.22
18 格曼� 435402 440184 250686 1126272 0.39 0.39 0.22
19 浪速 2297168 2384534 1353014 6034716 0.38 0.40 0.22
20 波拉 2088520 2173318 1231678 5493516 0.38 0.40 0.22
21 錯那門巴 665470 676474 396448 1738392 0.38 0.39 0.23
22 載瓦 2242938 2331534 1353168 5927640 0.38 0.39 0.23
23 達讓� 198802 193300 116794 508896 0.39 0.38 0.23
24 哈尼 

（綠春）
1058744 998612 617960 2675316 0.40 0.37 0.23

25 景頗 1000370 1043324 618854 2662548 0.38 0.39 0.23

表9.8　藏緬語聲韻調音位負擔量及聲韻調比值表
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序號 方言點 聲母總值 韻母總值 聲調總值 聲韻調總值 聲母比例 韻母比例 聲調比例

26 藏（巴塘） 1490360 1434542 895682 3820584 0.39 0.38 0.23
27 彝（巍山） 1713606 1579020 1009098 4301724 0.40 0.37 0.23
28 史興 495886 466402 296812 1259100 0.39 0.37 0.24
29 勒期 1677070 1772518 1072228 4521816 0.37 0.39 0.24
30 哈尼（墨

江）
1021232 975956 622436 2619624 0.39 0.37 0.24

31 傈僳 1479748 1387264 951208 3818220 0.39 0.36 0.25
32 白 1185304 1231198 833434 3249936 0.36 0.38 0.26
33 納木茲 4148886 4108596 2855610 11113092 0.37 0.37 0.26
34 緬（書面

語）
2345622 2272662 1599816 6218100 0.38 0.37 0.26

35 藏（拉薩） 1428336 1421790 1017570 3867696 0.37 0.37 0.26
36 彝（武定） 2809544 2553182 1921742 7284468 0.39 0.35 0.26
37 土家 664624 620026 470794 1755444 0.38 0.35 0.27
38 紮壩 4729342 4709830 3527248 12966420 0.36 0.36 0.27
39 呂蘇 2481422 2414234 1885064 6780720 0.37 0.36 0.28
40 彝（撒尼） 1695308 1447904 1219292 4362504 0.39 0.33 0.28
41 基諾 767482 694054 571300 2032836 0.38 0.34 0.28
42 緬（仰光） 4555552 4465258 3541774 12562584 0.36 0.36 0.28
43 普米（蘭

坪）
6272854 6186160 4963510 17422524 0.36 0.36 0.28

44 納西 6410460 6170514 5016138 17597112 0.36 0.35 0.29
45 怒蘇怒 6144024 5974662 4955754 17074440 0.36 0.35 0.29
46 普米（九

龍）
6123764 6051278 5104298 17279340 0.35 0.35 0.30

47 拉祜 1420182 1253196 1202202 3875580 0.37 0.32 0.31
48 嘎卓 886158 804126 765120 2455404 0.36 0.33 0.31
49 木雅 3599292 3606120 4308216 11513628 0.31 0.31 0.37

表9.8 （續） 
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從資料可以看出，前六個語言或方言是：一、嘉戎；二、藏（夏河）；三、

藏（書面語）；四、羌；五、藏（阿力克）；六、博嘎爾珞巴。這六個語言或方言

沒有聲調，因此聲調的音位負擔量為零，排在表的最前面。這六種語言或方言

聲母和韻母的音位負擔量比較大，其和等於 1。聲調音位負擔量最大的六個語言

是：一、納西；二、怒蘇怒；三、普米九龍話；四、拉祜；五、嘎卓；六、木

雅，其比值分別是 0.29、0.29、0.30、0.31、0.31和 0.37。從這些基本資料可以看

出，藏緬語聲韻調的音位負擔量是不同的，它們反映了各自語言的音位系統的差

別和發展的不同程度，這為我們研究藏緬語音位元體系、音位結構和音位負擔量

及語言資訊之間的關係奠定了基礎。本項研究的計算結果也可以按聲母或韻母來

排序，從而進一步研究聲母和韻母的特性。

4. 音位負擔量的特性

根據本文對詞彙層面音位負擔量的定義和對藏緬語 49個語言和方言的計算，

可以得到許多結果和結論，限於篇幅本文在此先從宏觀的角度就一些主要的結果

進行討論。有關聲母、韻母和聲調音位負擔量的內部結構、分佈以及和語言係數

的關係將放在另外的文章中討論。

首先，從圖 9.1可以看出：一、聲調從無到有，體現為聲母和韻母音位負擔

量的下降。二、在聲調的音位負擔量為 0時，聲母和韻母的負擔量比有聲調的聲

韻母負擔量要高許多，兩者之間有一個跳躍。三、在有聲調的語言和方言中，聲

調的信息量和聲韻母的信息量成反比關係，也就說一種語言裏，如果聲調承載的

信息量大，聲母和韻母能承載的信息量就是小。四、大多數語言聲母和韻母的負

擔量在一個數量級上，相對來說比較大，而聲調的音位負擔量要比聲韻母小很

多。從這49個語言和方言上來看，聲調音位負擔量在有些語言中已經很接近聲母

和韻母的數值，這體現了藏緬語聲調音位負擔量發展程度的不同。見圖9.1。

顯然在藏緬語中，聲調的音位負擔量是很不同的，這反映了藏緬語聲調在不

同語言中發展和演化的不同階段。最小的只有 0.17，而最大的為 0.37，這個數值

大過該語言的聲母和韻母的音位負擔量。

第二，宏觀上聲母和韻母的信息量相對於聲調來說基本相等，也就是說，一

種語言裏，聲母能承載的信息量和韻母基本相同，但和聲調有很大的差別。因此

從音位結構、功能和層次上可以看出，在藏緬語的發展過程中，聲母和韻母在結

構和功能上是一個層次，隨着聲調的發展和演化，聲調的功能逐漸增強，而聲母

和韻母的功能相對減弱。
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圖9.1　藏緬語聲韻調音位負擔量比值表

圖9.2　音位位負擔量比值聲調排序

圖9.3　音位負擔量比值聲母排序
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根據本文的計算方法，按聲調排序可以發現聲母和韻母的音位負擔量成鏡像

分佈，見圖 9.2；按聲母排序可以發現聲調和韻母的音位負擔量成鏡像分佈，見

圖 9.3；按韻母排序可以發現聲調和聲母的音位負擔量成鏡像分佈，見圖 9.4，但 3

者在數值上有較大差別。

第三，在無聲調的語言裏，聲母和韻母在信息量上成反比關係，也就說聲

母承載的信息量大，韻母承載的信息量就小，否則相反，見圖 9.5和表 9.8。總的

來說，在這些語言呈現出鏡像的分佈中，聲母和韻母的數值差別不太大，基本

在 50%左右。這一點和採用了聲母和韻母做基本單位有關。可以看出前面六種語

言是無聲調的語言，其聲調的音位負擔量為 0，所以音位負擔量由聲母和韻母承

載，聲韻母的負擔量比有聲調語言的聲韻母要高許多，因為其總和等於 100%。

第四，對於聲母和韻母來說，音位數量的增減不太影響聲韻母總的音位負

擔量。以藏語為例，從古藏（9世紀）語到現在的大多數方言，複輔音聲母大量

脫落，但聲母總的音位負擔量並沒有減少，而是由剩餘的聲母承載，直到聲調產

圖9.4　音位負擔量比值韻母排序

圖9.5　無聲調語言聲音位元負擔量比值

第 86 页，共 97 页



133

九　音位負擔量計量研究–以藏緬語為例

生，聲母整體音位負擔量下降。這無疑從一個語言內部的音位負擔量為研究語言

的演化提供了線索。

5. 討論

本文的研究表明，語言音位負擔的語言學研究能解釋許多語言信息量的結

構、承載和演變的性質和規律。從 49個藏緬語語言和方言的情況看，有聲調語言

和無聲調語言之間存在一個跳躍，聲韻調音位負擔量的曲線不是平滑的，主要原

因是：在調查語言的過程中，聲調產生的過程沒有調查出來。如，藏語有許多方

言正處於聲調的產生過程中，而目前採用的結構主義音位學的調查方法不能很好

地或者說精確地描寫聲調產生的過程。另外，在計算方法上，由於不同音位對立

類型的數量級差別較大，也有可能掩蓋了一些內部的規律，因此在計算上做進一

步的加權演算法研究是很必要的。最後希望這項研究能成為研究語言學研究和信

息量研究的一個很好的切合點，形成科學地研究語言演化的一個新的方向。

注釋

 1. 本項研究得到了國家社會科學重大項目「中國有聲語言及口傳文化保護與傳承的數字化方法
研究和基礎理論研究」的支持，批准號：10&ZD125。

 2. 音位負擔量計算的數學和程序細節將發表在〈音位負擔量的計算方法〉一文中。
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Quantitative High-Speed Laryngoscopic Analysis

of Vocal Fold Vibration in Fatigued Voice of Young

Karaoke Singers

*Edwin M.-L. Yiu, *Gaowu Wang, *Andy C.Y. Lo, *Karen M.-K. Chan, *Estella P.-M. Ma, †Jiangping Kong,

and *Elizabeth Ann Barrett, *Pokfulam, Hong Kong, and yBeijing, China

Summary: Purpose. The present study aimed to determinewhether there were physiological differences in the vocal
fold vibration between nonfatigued and fatigued voices using high-speed laryngoscopic imaging and quantitative
analysis.
Methods. Twenty participants aged from 18 to 23 years (mean, 21.2 years; standard deviation, 1.3 years) with normal
voice were recruited to participate in an extended singing task. Vocal fatigue was induced using a singing task. High-
speed laryngoscopic image recordings of /i/ phonation were taken before and after the singing task. The laryngoscopic
images were semiautomatically analyzed with the quantitative high-speed video processing program to extract indices
related to the anteroposterior dimension (length), transverse dimension (width), and the speed of opening and closing.
Results. Significant reduction in the glottal length-to-width ratio index was found after vocal fatigue. Physiologically,
this indicated either a significantly shorter (anteroposteriorly) or a wider (transversely) glottis after vocal fatigue.
Conclusion. The high-speed imaging technique using quantitative analysis has the potential for early identification of
vocally fatigued voice.
Key Words: Vocal fatigue–High-speed imaging–Amateur singing.

INTRODUCTION

Vocal fatigue

Vocal fatigue is a common complaint found in teachers, sales
professionals, singers, and individuals who constantly use their
voice for a prolonged period. It is often described as an increased
effort in voicing, harshness, strained voice quality, dryness, and
sensation of pain in the throat.1,2 Some authors considered vocal
fatigue as one of the symptoms of voice disorders.3 Others con-
sidered it as an isolated phenomenon.2,4,5 Stemple et al2 reported
that subjects complained about a dry sensation in the throat and
effortful speaking after reading aloud for 2 hours. Teachers with
vocal fatigue rated their voice with increased harshness, breath-
iness, and strain after a day of teaching.1

There is yet a consensus on the definition for vocal fatigue. It
is generally regarded as vocal tiredness after voice overuse,
misuse, or abuse.2,6 It could happen in speakers with or
without any voice problem. Chronic vocal fatigue, however,
could be an indicator of subsequent voice disorder.2,3

Researchers have attempted to investigate vocal fatigue using
aerodynamic, acoustic, and laryngoscopic evaluations. For ex-
ample, phonation threshold pressure was found to increase after
prolonged reading in both women4 and men.5 Solomon and Di-
Mattia4 found that the phonation threshold pressure increased
under low-hydration condition. They argued that the viscosity
of the vocal folds increases when fatigued. Without sufficient

hydration to the vocal folds during prolonged voice use, the
stiffness of vocal folds increased, and more effort was required
to initiate the vibration of vocal folds. This would lead to an in-
crease in phonation threshold pressure. Stemple et al2 reported
a significant increase in the fundamental frequency after 2 hours
of reading. Gelfer et al7 reported that untrained singers demon-
strated an increase in aperiodicity (jitter) and noise levels. Inef-
ficient vocal functions, as indicated by increased airflow rate
and reduced maximum phonation time, were found in subjects
with chronic laryngeal fatigue, but the fundamental frequency
and jitter values remained within normal limit.8 Indeed, the lit-
erature showed mixed results when acoustic measures were
used to examine vocal fatigue. The inconsistent results could
have been attributed to the different methodologies used in dif-
ferent studies.

With the use of videolaryngostroboscopic examination, ante-
rior glottal chinks2,8 and abnormal spindle-shaped closure4,8

have been reported in speakers with vocal fatigue. The presence
of chinks or incomplete closure correlated with the perceptual
finding of increased breathiness and airflow. Stemple et al2

hypothesized that the thyroarytenoid muscles would become
strained and weak in a fatigue state. Such weakness would cause
the bowingof thevocal folds andwould lead to an incomplete clo-
sure. Prolonged strained contraction of the muscles would give
rise toa sensationofpainand increasedeffort invoicing. Ina study
byMann et al,9 a significant increase in vocal fold edemawas ob-
served after a 5-day vocally demanding training. The investiga-
tors contended that vocal fold tissues were damaged after an
extended vocally demanding task.Gelfer et al10 found an increase
in the amplitude of glottal opening after 1 hour of loud reading.
They10 suggested that the participants might have adopted the
loud speaking mode even during the endoscopy task.

The studies reviewed the aforementioned laryngostrobo-
scopic technique, which provided only a pseudo slow motion
analysis of the vibration. Intracycle vocal fold vibration pattern
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would not be possible with this technique because of the limited
camera recording rate. The camera records around 24–30
frames per second. This recording rate could not have captured
even one complete vibratory cycle, with the vocal folds vibrat-
ing at 80–300 cycles per second. The stroboscopic technique
produces images of vibratory motion by sequencing different
image frames from different phases across many glottal pe-
riods,11 and hence, videolaryngostroboscopic images do not
show a complete full glottal cycle.

High-speed laryngoscopy

High-speed laryngoscopic imaging system emerged in the last
10 years. It can capture up to 8000 frames per second, compared
with the ordinary camera system that captures around 24–30
frames per second. High-speed imaging technique has gained
popularity over the past decades because of reduced cost and
improved resolution of the equipment. With the high-speed sys-
tem using digital technology, it is possible to examine complete
cycle-by-cycle vocal fold vibratory patterns.11 Cycle-to-cycle
visualization allows any irregular vibratory cycle or phase
asymmetry to be identified. In a study that compared the useful-
ness of high-speed imaging and videolaryngostroboscopy in
identifying the vibratory features in dysphonic voice,12 it was
found that the use of the high-speed imaging system achieved
a 100% identification rate for dysphonic voices compared
with the use of videostroboscopy that could only identify
37% of the dysphonic voices correctly. This finding indicates
that the videolaryngostroboscopy would not be effective in
capturing pathological voices with aperiodic signals. It is,
therefore, reasonable to expect that the use of high-speed lar-
yngoscopic imaging system would provide more relevant intra-
cycle information for investigating the physiological changes of
fatigued vocal folds, as intracycle aperiodic vibration has been
reported as one of the features of vocal fatigue.7

Both qualitative and quantitative data of normal and patho-
logical high-speed laryngoscopic images have been reported
in the literature. Qualitative methods have been found to be use-
ful in identifying specific vibratory patterns of the vocal folds.
For example, specific patterns of glottal closure were reported
in diplophonic phonation using kymography, which is a high-
speed line scanning technique.13 A more recent qualitative
high-speed laryngoscopic study by Inwald et al14 reported the
glottal closure, degree of mucosal wave, asymmetry, and the
amount of mucus deposit in individuals with voice disorders.
These qualitative studies were based on perceptual evaluations.
Reliability is always an issue in perceptual measurement as it is
a subjective rating process. Interrater reliability in perceptual
evaluation of laryngoscopic images is usually no better than
70% (eg, Patel et al12).

Quantitative measurement (eg, quantifying glottal area in
pixels), on the other hand, is a more objective and less variable
method that facilitates data summarization and interpretation.
Quantitative measures of the glottal area, glottal width, and
glottal length have been reported to be useful for studying nor-
mal and dysphonic phonations (eg, Yiu et al15). The study by
Inwald et al14 also reported the use of asymmetry and perturba-
tion measures extracted quantitatively from the high-speed

images. These investigators14 contended that the combined
method of qualitative and quantitative evaluations could best
differentiate between dysphonic and normal voices. Temporal
measure using frame-to-frame analysis of the high-speed im-
ages has also been suggested to be useful in describing phona-
tion. For example, fundamental frequency and open quotient
(ie, ratio of the open phase to the glottal period) can be deter-
mined by examining the number of frames with open and
nonopen glottis.16 Whether these measures are useful for de-
scribing vocal fatigue voice is still open to investigation.
It should be noted that quantitative methods are not always

useful to describe different types of phonations. For example,
Mehta et al17 quantified the amount of left-right displacement
waveforms of normal and pressed phonations using kymogra-
phy. They found no significant difference in the asymmetry be-
tween these two types of phonations. In another study, Koster
et al18 quantified and analyzed the change in glottal area and
glottal width during different modes of voice onset. They
were also not able to find any significant differences among
the different modes of voice onset.
The present study used the high-speed video processing

(HSVP) program developed at the University of Hong
Kong15,19 to investigate vocal fold vibration in vocally fatigued
voices. As reviewed previously, the observation of stiffness of
vocal folds,4 glottal chinks, abnormal spindle-shaped glottic clo-
sure,4,8 and strained thyroarytenoid muscles that might cause
bowing of the vocal fold2 in fatigue voices suggested that quan-
titative analysis of the glottal configuration and vocal fold vibra-
tory pattern would be a logical choice of assessment direction.
The present study aimed to examine the glottal configuration
and vocal fold vibratory pattern of fatigued voice, induced by
prolonged singing,20 using quantitative analysis of high-speed
laryngoscopic images. It was hypothesized that fatigued and non-
fatigued voices would demonstrate different glottal configura-
tions and vibratory patterns because of changes in vocal fold
physiology.

METHOD

Participants

Ten males and 10 females were recruited from the University of
Hong Kong through the social circle of the second (G.W.) and
third (A.C.Y.L.) authors. The participants were 18–23 years old
(mean, 21.2 years; standard deviation [SD], 1.3 years). All par-
ticipants reported to be free of any voice or general health prob-
lems, nonsmokers, nonalcoholic drinkers, and had no prior
voice training. All the participants were Cantonese speakers
who, at the time of the study, were attending or had completed
their tertiary education. All the participants were further evalu-
ated perceptually by the third author (A.C.Y.L.) to have normal
voice quality at the time of the study. Participants were ex-
cluded if they reported to have respiratory disease, such as
sore throat or flu, 1 day before the examination.

Procedure

Singing task inducing vocal fatigue. All participants
were asked to undertake karaoke singing for a minimum of
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95 minutes without rest and without drinking water to induce
vocal fatigue. The singing time used in the present study was
based on the mean plus two SDs singing time that resulted in
vocal fatigue, as reported in a separate study by Yiu and
Chan.20 The loudness level of the background music was set
at around 60 dB sound pressure level (SPL) for all participants,
and the participants were required to sing at least above 80 dB
SPL measured with a sound pressure meter (TES 1530A) at
a distance of 30 cm from their mouth.

After singing for 95 minutes, all the participants reported
feeling tired. They were further asked to continue singing until
they felt they could not sing anymore. The purpose of this pro-
cedure was to ensure that all the participants had indeed
achieved a vocal fatigue condition after the minimum recom-
mended time (at least 95 minutes) of singing. The final mean
singing time among the participants was 103.8 minutes (SD,
7.2 minutes; range, 95–115 minutes).

Participants’ self-ratings of vocal conditions. Before
the singing task, each participant was asked to rate his or her
own vocal conditions on the level of discomfort, dryness in
the throat, and effort used in voicing, using an 11-point rating
scale (0 ¼ normal and 10 ¼ most severely affected). After
the singing task, each participant also rated his or her vocal con-
ditions again.

High-speed laryngoscopic and voice recordings.

High-Speed camera 5562 digital high-speed imaging system
(Richard Wolf GmbH, Knittlingen, Germany) was used to re-
cord the laryngoscopic images before and after the singing
task. This was performed by the fourth author (K.M.-K.C.),
a qualified speech pathologist who had more than 10 years
of experience in conducting laryngoscopy. Synchronized
voice signals (in WAV format) were also recorded by a
microphone attached to the endoscope at approximately
10 cm from the participant’s mouth. The participants were
asked to sustain an /i/ phonation for as long as possible at
their most comfortable pitch and loudness with their tongue
protruded. Two seconds of the sustained /i/ phonation with
the onset and offset excluded were captured by the digital
high-speed imaging system. Synchronized voice signals
were recorded by a microphone attached to the endoscope,
which was approximately 10 cm from the mouth. A total
of 8192 frames (in AVI format) were recorded for the 2-
second time span in each recording. Each participant pro-
duced three /i/ phonations for recording before and also after
the singing task. Therefore, a total of six recordings were
collected for each participant.

Preparation of high-speed laryngoscopic images and

synchronized voice samples

The high-speed image recordings were analyzed using the
HSVP program developed by the Voice Research Laboratory,
The University of Hong Kong.15,19 A number of ratio indices
and temporal measurements could be extracted using the
HSVP program. The present study, however, focused on
four measures only: fundamental frequency, length-to-
width ratio index of the glottis (based on the maximum open-

ing of 100 vibratory cycles), open quotient, and speed
quotient.

The third author (A.C.Y.L.) first carried out five manual steps
to select and prepare the images for the automatic analysis by
the HSVP program:

1. Selection of a comparable pair of presinging and post-
singing recordings. From among each of the three record-
ings produced by each participant before and after the
singing task, a pair of presinging and postsinging record-
ings with comparable quality and pitch level was selected
for each participant. Each pair of presinging and post-
singing recordings was perceptually judged to be similar
in pitch and loudness by the third author (A.C.Y.L.). Sub-
sequent analysis of the fundamental frequency and inten-
sity of these selected presinging recordings (mean,
240.3 Hz; SPL, 90.4 dB, respectively) and postsinging
phonations (mean, 241.2 Hz; SPL, 88.8 dB) showed no
significant difference between them (Wilcoxon signed
ranked test—fundamental frequency: Z ¼ �0.09, P ¼
0.93; intensity: Z ¼ �1.36; P ¼ 0.17).

2. Extraction of image frames for analysis. A minimum of
100 vibratory cycles is considered to be necessary19 for
the HSVP analysis. Because the fundamental frequency
for each participant was different, approximately be-
tween 1000 and 2000 stable frames of images that con-
tained 100 cycles were extracted from the 8192 frames
of each raw video recording according to the frequency
produced by each of the participant. Frames that did
not contain view of a full glottis were eliminated from
the extraction process.

3. Postextraction processing of images—resizing and gray-
scale conversion of the images. The HSVP program, at
the time of the study, was designed to analyze gray-
scale images with a resolution of 120 3 256 pixels (al-
though the most current version of HSVP is now capable
of analyzing color images of 256 3 256 pixels). There-
fore, the size of the raw video was cropped into 120 3
256 pixels and converted into gray-scale image.

4. Fine adjustment of image quality. The processed images
were rotated manually so that the longitudinal axis of the
glottis aligned with the vertical axis (Figure 1). Manual
zooming feature and brightness and contrast controls
were also available for clearer visualization. The HSVP
program has a build-in motion compensation function,
which allows tracking the dynamic movement of the im-
ages because of the movement of the endoscope. Corre-
sponding adjustment was made to keep the glottis to
remain at the relative position across the frames using
the automatic motion compensation function if there
was endoscopic movement during the recordings.

5. Delineation of glottis for analysis. Once the structures in
the image were clearly visualized using the fine adjust-
ment described in step 4 previously, an analysis window
(Figure 1) was added to the image to enclose the glottis.
The window was placed on the left, right, anterior and
posterior edges of the glottis.
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Data analysis

Interrater and intrarater reliability. Because the prepara-
tion of the high-speed images required some subjective judg-
ment, it was therefore necessary to determine the reliability in
preparing these images. Eight video samples, which repre-
sented 25% of the total analyzed samples, were randomly se-
lected for reanalysis to determine the reliability of frames
selection and the effect on the calculation of the glottal mea-
sures. Intrarater reliability was carried out with the third author
(A.C.Y.L.) analyzing the images 2 weeks later. Interrater reli-
ability was carried out by comparing the analyses undertaken
by the third author with those of the second author (G.W.),
who worked as an independent rater.

Acoustic analyses. Fundamental frequency and the inten-
sity level of the synchronized voice signals were extracted using
the Praat software.21 This was carried out by the third author
(A.C.Y.L.).

Extraction of the glottal measures. A procedure to deter-
mine the vibratory (fundamental) frequency was carried out on
each extracted video image using the HSVP program by the third
(A.C.Y.L.) author. The HSVP program calculated the vibratory
(fundamental) frequency by transforming the number of frames
into a time function based on the sampling rate at 4000 frames

per second. For example, if 200 completed vibratory cycles
were identified within a 4000-frame video sample, it will be
equivalent to 200 cycles per second (ie, fundamental frequency
is equal to 200 Hz). The glottal length-to-width ratio index,
open quotient, and speed quotient were extracted by analyzing
the pixels of the glottis. The HSVP program automatically binar-
ized the pixels into black and white within the analysis window.
The black pixels represented the size of the glottis. As it was im-
possible to determine the actual size of the glottis because of the
unknownmagnification factors (ie, the distancebetween thevocal
folds and the laryngoscope), a length-to-width ratio index of the
glottis based on the maximum opening of 100 vibratory cycles
was calculated. A higher index indicated the shape of the glottis
to be longer (anteroposteriorly) and/or narrower (transversely)
during the maximum opening. The open quotient (the ratio of
theglottal openingover onevibratory cycle—calculated bydivid-
ing the duration of the open phase by the glottal period) and the
speed quotient (the symmetry between the open phase and the
close phase—calculated by dividing the duration of opening by
the duration of the closing within the open phase) were extracted
automatically by the HSVP program. A high open quotient indi-
cated a longer glottal opening in a given cycle, whereas a high
speed quotient suggested a longer glottal opening and shorter
glottal closing in a given cycle.

FIGURE 1. Procedures in analyzing high-speed laryngoscopic images.
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RESULTS

Participants’ self-ratings on vocal conditions

Table 1 lists the participants’ mean self-rating of vocal condi-
tions before and after the singing task. Bonferroni adjustment
was used because three tests were carried out. The alpha was
set at .017 (.05/3). The subjects complained of significantly
more discomfort and dryness in the throat as well as more ef-
fortful in voicing (Wilcoxon signed ranked test for each of
the conditions: Z ¼ �3.93, P ¼ 0.001).

Intrarater and interrater reliability measures

Table 2 lists the interrater and intrarater agreement measures in
extracting image frames for the final analysis. For the intrarater
agreement measure, 75% of the reanalyzed videos were within
±500 frames of the first analysis. The interrater agreement was
lower, with 50% of the videos agreed within ±1000 frames be-
tween the two raters.

To determine whether two different samples selected by the
same rater or the different raters produced significantly differ-
ent results in the glottal measures, Wilcoxon signed rank tests
were used to determine whether there were significant differ-
ences in the glottal measures between the analyses. No signifi-
cant differences (P > 0.09) were found in the glottal measures
between the two samples in the interrater and intrarater
procedures.

Acoustic and high-speed glottal measures

Table 3 lists the mean acoustic measures (fundamental fre-
quency and intensity) and the mean glottal frequency, mean
glottal length-to-width ratio index, mean open and speed quo-
tients before and after the singing tasks from the extracted
high-speed images. Analyses were carried out using the com-
bined data from the two gender groups and data from each gen-
der group separately. Bonferroni adjustment with the alpha set

at .017 (.05/3) was also used because three tests were carried out
for each measure.

Gender differences. No significant differences were found
between the two gender groups in the mean voice intensity,
glottal length-to-width ratio index, and speed quotient in both
presinging and postsinging conditions (P > 0.05). The female
group, however, demonstrated a significantly higher open quo-
tient when compared with the male group before singing
(Z ¼ �3.78, P < 0.0001) but not after singing (P > 0.05).

Changes after vocal fatigue. None of the fundamental fre-
quency, intensity, open quotient and speed quotient measures
showed any significant changes after singing (P > 0.05,
Table 3). The glottal length-to-width ratio index, however,
showed a significant reduction after the singing task both in
the male and female groups (P � 0.01, Table 3). Although
the mean reduction in the glottal length-to-width ratio index
in the male group was bigger in magnitude (�1.67) than that
in the female group (�0.56), no statistical significance was
found (Z ¼ �1.96, P ¼ 0.052). The variability of the glottal
length-to-width ratio index in the male subjects was indeed
rather large, with an SD (1.61) larger than the mean (1.22,
Table 3). Therefore, a closer examination of the individual
data was conducted.

It was noted that nine males and six females (total ¼ 15)
showed a reduction in the ratio index after singing, whereas
one male and four females (total ¼ five) demonstrated an in-
crease in the ratio index after singing. For those that demon-
strated a reduction in the ratio index after vocal fatigue, the
change in the ratio indices ranged from �0.28 to �4.33 and
�0.03 to �3.30 in the male and female groups, respectively.
For those who demonstrated an increase in the ratio index,
the change in the ratio index was 0.63 in the male and ranged
from 0.09 to 0.90 in the female groups.

DISCUSSION

The aim of this study was to examine the glottal configuration
and vocal fold vibratory pattern after vocal fatigue using high-
speed laryngoscopic imaging. Vocal fatigue was induced using
a prolonged karaoke singing task. The subjects’ self-perception
of the vocal conditions was analyzed, and the glottal configura-
tion and vibratory patterns were quantified using three primary
glottal measures: glottal length-to-width ratio index, open quo-
tient, and speed quotient.

Self-ratings on vocal condition before and after

singing task

After a mean singing time of 103.8 minutes (SD, 7.2 minutes;
range, 95–115 minutes), all the participants reported to have

TABLE 2.

The Interrater and Intrarater Agreement in the Extraction of Image Frames for Analysis

Agreement ±250 Frames ±500 Frames ±1000 Frames ±2000 Frames ±4000 Frames

Intrarater 37.5% (3/8) 75% (6/8) 87.5% (7/8) 87.5% (7/8) 100% (8/8)

Interrater 0% (0/8) 37.5% (3/8) 50% (4/8) 50% (4/8) 100% (8/8)

TABLE 1.

Mean (SD) for Self-Ratings of Vocal Conditions on an 11-

Point Rating Scale (0–10)

Vocal Conditions

Mean (SD)

Presinging Postsinging

Discomfort in the throat* 0.90 (0.91) 6.80 (1.74)

Dryness in the throat* 0.95 (1.00) 7.70 (1.78)

Effort in voicing* 0.55 (1.05) 6.95 (1.99)

* The asterisk symbol indicates significant difference (P < 0.05) between

singing.
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vocal fatigue. The participants self-rated their level of discom-
fort in the throat, dryness, and voicing effort to be significantly
worse after the singing task (Table 1). These three features are
common signs of vocal fatigue (eg, Stemple et al2; Hunter and
Titze22) and could be considered as cardinal perceptual signs
for identifying vocal fatigue in speakers.

Reliability of the data processing

The reliability in extracting the high-speed glottal measures is
dependent on the precision of the manual extraction procedures
carried out by the investigator. The intrarater agreement within
1000 frames was more than 87%, whereas the interrater agree-
ment was only 50%. Nevertheless, statistical results showed no
significant impact on the final extracted measurements despite
the discrepancy in the frame selection. The use of a large num-
ber of frames and hence averaging out the measurements could
have possibly reduced the impact on the final extracted data, de-
spite the relatively moderate interrater agreement. It is essential
that these reliability data should be considered carefully in any
imaging processing studies, and investigators should ensure
that every effort has been made to obtain the highest reliability
or agreement.

High-speed glottal measures

The mean glottal length-to-width ratio index decreased signif-
icantly from 2.79 to 1.68 after the prolonged singing task
(Table 3). This suggested that the glottis in the fatigued voice
demonstrated a relative shortening of the vocal folds anteropos-

teriorly or widening of the glottis transversely. Whether it was
a shortening in the anteroposterior dimension or widening in the
transverse dimension was not possible because of the limitation
of the derivation of the ratio index. Figure 2 illustrates the shape
of the glottis of one of the subjects who showed a typical re-
duced glottal length-to-width ratio. The magnification of the
two images was adjusted accordingly based on the reference
landmarks using the anterior and posterior ends of the vocal
folds identified in the two images. It can be seen that the glottis
after singing (fatigue) became relatively wider when compared
with that of before singing. Such widening of the glottis could
be interpreted as an increase in vibratory amplitude. Gelfer
et al,10 who also found an increased amplitude in fatigued vocal
fold vibration, argued that this might have been an adaptation or
compensatory effect to the already fatigue condition. Indeed,
the compensatory hypothesis has also been proposed by Lin-
ville,23 who found in a study that the amount of glottal closure
increased after 15 minutes of loud reading. Both Linville23 and
Gelfer et al10 contended that their participants generalized the
loud reading phonatory mode to the posttask evaluations, re-
sulting in the endoscopic observation of increase in vocal fold
contact and greater amplitude of vocal fold excursion.
On the other hand, Stemple et al2 reported an increase in the

presence of incomplete glottal closure after vocal fatigue. They
hypothesized that the incomplete glottal closure was because of
thyroarytenoid muscle weakness, causing bowing at the edge of
the vocal folds. The present study, however, found no change in
the glottal closure pattern before and after the singing task.

TABLE 3.

Acoustic Measures and Extracted High-Speed Glottal Measures for the Combined Group and Separate Gender Groups

Measures

Mean (SD)

Wilcoxon Signed Rank TestPresinging Postsinging

Frequency (Hz) measured

acoustically

240.25 (71.13) 241.20 (71.97) Z ¼ �0.09, P ¼ 0.93

Male 179.80 (17.66) 181.20 (23.31) Z ¼ �0.10, P ¼ 0.9

Female 300.70 (47.41) 301.20 (48.91) Z ¼ �0.15, P ¼ 0.88

Intensity (dB) 90.40 (6.75) 88.80 (6.46) Z ¼ �1.36, P ¼ 0.17

Male 89.80 (7.36) 87.50 (8.41) Z ¼ �1.30, P ¼ 0.2

Female 91.00 (6.43) 90.10 (3.69) Z ¼ �0.54, P ¼ 0.59

High-speed extracted glottal

frequency (Hz)

239.85 (69.67) 242.90 (72.13) Z ¼ �1.09, P ¼ 0.27

Male 181.00 (19.25) 183.60 (25.02) Z ¼ �0.46, P ¼ 0.65

Female 298.70 (46.69) 302.20 (50.44) Z ¼ �0.89, P ¼ 0.37

Glottal length-to-width ratio

index*

2.79 (1.12) 1.68 (1.52) Z ¼ �2.65, P ¼ 0.006

Male 2.89 (1.39) 1.22 (1.61) Z ¼ �2.49, P ¼ 0.01

Female 2.69 (0.81) 2.13 (1.35) Z ¼ �2.70, P ¼ 0.007

Open quotient (%) 69.50 (9.6) 67.10 (11.9) Z ¼ �1.07, P ¼ 0.28

Male 63.40 (9.24) 61.80 (12.22) Z ¼ �0.59, P ¼ 0.55

Female 75.60 (5.10) 72.40 (9.35) Z ¼ �0.76, P ¼ 0.44

Speed quotient (%) 106.40 (20.5) 106.60 (29.4) Z ¼ �0.56, P ¼ 0.57

Male 98.60 (13.51) 103.30 (21.94) Z ¼ �0.53, P ¼ 0.59

Female 114.10 (23.95) 109.90 (36.27) Z ¼ �0.15, P ¼ 0.88

* The asterisk symbol indicates significant difference at 0.017 level.
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Indeed, 17 of the subjects showed a posterior glottal chink be-
fore and after the singing task. One subject showed an incom-
plete glottal closure before and after the singing task, whereas
only two subjects showed complete glottal closure before and
after the singing task. Hence, the present study did not have ad-
equate evidence to support the thyroarytenoid weakness hy-
pothesis. It was likely that the participants in the present
study might have also adopted a hypertensive mode so that
the medial compression increased after the singing task resulted
in a decrease in the mean glottal length-to-width ratio index.

It should be noted, however, that not all subjects showed sim-
ilar changes in the glottal shape. A closer examination of indi-
vidual data revealed that five (one male and four females) of the
20 subjects showed a reversed pattern, that is, an increase in the
glottal length-to-width ratio after singing. Nevertheless, the
magnitude of increase (mean, 0.56; range, 0.09–0.90) was rel-
atively smaller than that of the magnitude of reduction (mean,
�1.67; range,�0.03 to�4.33). Such small magnitude changes
that did not conform to the general trend could have been attrib-
uted to individual differences in response to vocal fatigue. This
observation, however, appeared to be similar to a single case

study reported by Boucher and Ayad.24 They found reduced lat-
eral cricoarytenoid muscle activities in their subject during
vocal fatigue. At the same time, the muscular activities of
thyroarytenoid and cricothyroid muscles increased to compen-
sate for the decrease in activity in the lateral cricoarytenoid
muscles. The increase in thyroarytenoid muscle activities
served to tense and stretch the vocal folds to stabilize the adduc-
tion force.

No significant differences were found in the open and speed
quotients before and after the singing task. This result contra-
dicted with that reported by Lauri et al,25 who found a higher
speed quotient and a lower closing quotient using electroglot-
tography (EGG) after vocal fatigue. They hypothesized that
these changes were because of an increase in adductory force,
reflecting a hyperfunctional vocal adjustment. It should be
noted that the temporal parameters like open quotient generated
from high-speed imaging did not necessarily correlate with that
obtained using EGG.26 There are two possible explanations for
such a discrepancy in the findings. First, it might have been be-
cause of the technical limitation of the high-speed imaging. The
sampling rate of the high-speed imaging in the present study

FIGURE 2. An illustration of the shape of glottis in a participant who showed a typical reduced glottal length-to-width ratio after prolonged sing-

ing task.
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was only 4000 frames per second (4 kHz), whereas EGGs are
analog signals that are usually sampled at above 20 kHz or
even up to 44 kHz. Second, it might well be that vocal fatigue
does not necessarily cause any changes in the vibratory pattern
in the temporal dimension, as measured by open and speed quo-
tients, whereas, the spatial configuration of the glottis could be
affected. To conceptualize this, one might like to consider an
analogy in the physics of a swinging pendulum. In a free-
swinging pendulum, the amplitude of the swings (spatial con-
figuration) gradually reduces, whereas the frequency (temporal
dimension) remains the same. Although this second hypothesis
seems more plausible, further studies are required to determine
whether the temporal dimensions (open and speed quotients)
are preserved in vocally fatigued voice.

The results in this study should not be interpreted without
some cautions in mind. First, the participants who took part
in this study were relatively young (mean age, 21.2 years).
Therefore, the physiological reactions to vocal fatigue might
not be the same in individuals who are older. Second, the vocal
fatigue-inducing task used in the present study was a singing
task, which might have produced different vocal fatigue pat-
tern that was induced by an extended talking task. The pitch
level during the recordings was controlled in this study, and
the voice onset and offset were excluded from the analysis.
Therefore, the effect of vocal fatigue on one’s pitch, and the
pattern of voice onset and offset could not be determined. Fur-
ther high-speed imaging investigations should take into con-
sideration the voice onset and offset. In addition, high-speed
imaging should be accompanied with other instrumental mea-
surements, such as phonation threshold pressure, electroglot-
tograph, and stroboscopy.

Vocal fatigue is often treated as one of the symptoms of voice
disorders.3 Early identification on vocal fatigue, especially for
those occupational voice users, who are prone to developing
chronic fatigue, would help preventing from the development
of a chronic condition that could result in voice disorders.
The present study demonstrated the quantitative analysis of
high-speed images using the HSVP program. The program
was able to detect the difference on vocal vibration pattern be-
tween nonfatigue and fatigue vocal conditions. The findings
suggested that the participants might have developed a compen-
satory behavior after vocal fatigue. More studies using multiple
measurements will be needed for a better understanding of the
physiological changes in vocal fold under vocal fatigue
condition.

Methods in studying vocal fatigue

A final concluding remark on the methodology is warranted
here for consideration by investigators on vocal fatigue in the
future. It should be noted that studies that investigated vocal fa-
tigue have used different procedural methods to induce vocal
fatigue. The present study employed amateurs using a singing
task. Whether the use of a reading or talking aloud task would
make any difference in the effect on vocal fatigue is not known.
Furthermore, it would be interesting to determine if amateur
and professional singers would have similar or different re-
sponse to vocal fatigue in terms of the glottal configuration.
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